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In this paper we present new image quality database VCL@FER (http://www.vcl.fer.hr/quality/) which consists
of four degradation types, 6 levels of each degradation and 23 different images (552 degraded images). It can be
used in objective image quality evaluation, as well as to develop and test new image quality measures. Results for
six commonly used full reference objective quality measures are compared using newly developed image database,
as well as 6 other image databases.
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VCL@FER – baza slika za procjenu kvalitete slike. VCL@FER baza slika nova je baza slika
(http://www.vcl.fer.hr/quality/) koja se sastoji od 4 vrste izobličenja, 6 razina svakog izobličenja i 23 različite slike
(ukupno 552 izobličene slike). Baza slika može se koristiti za usporedbu različitih objektivnih mjera kvalitete slike,
kao i za razvoj novih objektivnih mjera. Uporabom nove baze te još šest dostupnih baza slika provedena je us-
poredba šest relevantnih objektivnih mjere kvalitete slike.

Ključne riječi: Baze slika, objektivne mjere kvalitete slike, VCL@FER

1 INTRODUCTION

Subjective image quality assessment (IQA) is based on
subjective experiments in which image quality has been
evaluated by human observers perceiving and ranking im-
ages [1]. The results of such experiments depend on psy-
chological processes of perception. Though reliable, be-
cause it depends on psychovisual perception of the each in-
dividual that is assessing image quality, subjective method
is expensive, difficult to design and time consuming to
compute. Several critical factors of the human observers
can influence on the final results of assessment such as en-
vironmental conditions, motivation and mood of the ob-
servers. On the other hand, subjective IQA allows a better
understanding of the mechanisms underlying quality per-
ception, providing useful information for the subsequent
modeling phase.

Undoubtedly, there is a need for objective measures of
image quality that correlate well with the results of subjec-
tive assessments. Objective IQA as mathematically defined
measures, are more attractive because they are indepen-
dent of viewing conditions, individual observers and usu-
ally have low computational complexity. Because of that
objective IQA measure can be calculated easier and they
measure the image quality automatically. The evaluation
results should be statistically consistent with those of the
human observers.

Assessment of image quality is an open problem today.
In order to allow easier and less expensive testing of objec-
tive IQA algorithms and to define benchmarks, there exists
the big necessity for a publicly available image quality as-
sessment database that contain results of subjective exper-
iments. In that way new objective IQA algorithms can be
presented together with a standard and reliable validation.

Some of the publicly available image quality assess-
ment databases are: A57 database [2], CSIQ database [3],
LIVE database [4], IVC database [5], TID2008 database
[6] and Toyama-MICT database [7]. All of them have vari-
ous numbers of reference images, distorted images and dis-
tortion types, different number of human observers, and the
type of images, Table 1.

Table 1. Characteristics of tested databases
Database Source 

Images 

Distorted 

Images 

Distortion 

Types 

Image 

Type 

Observers 

TID2008 25 1700 17 color 838 

CSIQ 30 866 6 color 35 

LIVE 29 779 5 color 161 

IVC 10 185 4 color 15 

Toyama-

MICT 

14 168 2 color 16 

A57 3 54 6 gray 7 

The goal of our study was to create image quality
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assessment database that is based on subjective opin-
ion of human observers, subsequent the work from the
best known and most frequently used image quality
databases, LIVE database [4]. Subjective evaluation has
been conducted in accordance with Recommendation ITU-
R BT.500-11 [8].

This paper is organized as follows. Section 2 describes
new image database, its subjective quality assessment
methodology, as well as six other publicly available image
databases. Section 3 describes existing objective measures.
Section 4 explains performance measures used in compar-
ing objective measures. Section 5 presents results and fi-
nally section 6 gives the conclusion.

2 SUBJECTIVE IMAGE DATABASES

Subjective databases have important role in creating and
testing new image quality measure. We used seven differ-
ent image quality databases to determine correlation with
objective measures:

• VCL@FER (Video Communications Laboratory @
FER) [9],

• A57 (A57 database) [2],

• CSIQ (Categorical Image Quality Database) [3],

• LIVE (Laboratory for Image & Video Engineering)
[4],

• IVC (Image and video-communication) [5],

• TID (Tampere Image Database 2008) [6],

• Toyama [7].

2.1 VCL@FER

In [9] we proposed new VCL@FER database.
VCL@FER image database consists of 575 images. 23 of
those images are original images, without any degradation.
Each image has gone through 4 different types of degrada-
tion, and each type of degradation has been divided into 6
quality levels. First level of degradation represents mildest
degradation, while sixth represents the most severe degra-
dation.

The four types of degradation present in the database
are: average white Gaussian noise (AWGN), Gaussian blur,
JPEG2000 and JPEG.

AWGN degradation was calculated as a sum of orig-
inal image and normally distributed pseudorandom num-
bers with 6 different standard deviations (which represents
6 degradation levels). It was calculated in Matlab.

Gaussian blur is calculated as filtering of an image with
Gaussian function with different size (n1 ·n2 pixels). It can
be described as (without normalization):

h(n1, n2) = e−
n2
1+n2

2
2·σ2 . (1)

6 different sizes of Gaussian function were used to cal-
culate blur degradation, using Irfanview software [10].

JPEG degradation was performed using 6 different qual-
ities (in the range 0-100), using Matlab. JPEG2000 degra-
dation was performed so that the final size was 4, 1.5, 0.5,
0.25, 0.125 and 0.0625 bits per pixel (8 is without com-
pression), using "kdu_compress" [11].

Subjective testing was done on a study group of 118
people, non-experts, between 20 and 30 years old. Each
subject had about 96 images to grade. The graded images
were not grouped by the types of degradation. Subjects did
not know which type of degradation to expect. Each im-
age was rated between 16 and 36 times. Method used in
experiment was Single-stimulus (SS) method, which uses
numeric criteria scale with 100 grades.

Test was done in a room without natural light, with elec-
tric illumination. Each monitor was pre-calibrated for such
lightning. The length of test was around 19 minutes per ob-
server. Software used for testing and grading image quality
was developed for the purposes of the project.

All testing results and grades have been collected, with
grades for each picture being averaged. According to ITU-
R BT.500-11 [8] results of every observer should be com-
pared with all others to see if they differ too much from
the average value and discard them if they do. For SSQCE
(Single Stimulus Continuous Quality Evaluation) two steps
are required for screening of the observers. In our test con-
figuration we had one test condition, one repetition and one
time window within a test combination of test condition
and sequence, so second step could be discarded. In the
first step, we had 118 observers and 575 test images, while
other parameters of the test were constants. Screening of
the observers can be described as follows. For each time
window (8s per image, reference or distorted) firstly was
determined if distribution of the results were normal or not
by using kurtosis β. β is defined as fourth central moment
of the variable, which in our case can be described as:

β =
m4

σ4
=
n ·∑n

i=1(xi − x̄)4

(
∑n
i=1(xi − x̄)2)

2 . (2)
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Process can be mathematically expressed as:

∀l ∈ L where L = 575 stands for number of images
∀n ∈ N where N = 118 stands for number of observers
if unl ≥ ūl + 2σl then Pn = Pn + 1
if unl ≤ ūl − 2σl then Qn = Qn + 1

}
for 2 ≤ β ≤ 4

if unl ≥ ūl +
√

20σl then Pn = Pn + 1

if unl ≤ ūl −
√

20σl then Qn = Qn + 1

}
for β /∈ [2, 4].

(3)

At the end, P and Q values were determined for every
observer and if any of the values were greater than 2% of
the number of tested images (575), observer was discarded:

Pn
L > 2% or Qn

L > 2%
Pn ≥ 12 or Qn ≥ 12→ discard observer n

. (4)

Using (4), 2 observers were discarded. Recommenda-
tion ITU-R BT.500-11 proposes 0.2%, but in this case 55
observers would be discarded. If this ratio would be set
to 1%, 17 observers would be discarded. However, corre-
lation results between objective and subjective measures
would be generally lower.

Afterwards, results for every observer were rescaled to
the full (and same) range of 0-100, according to the:

∀n ∈ {1, 116}
MOSn,l = 100

max(rn)−min(rn)
· (rn,l −min(rn))

. (5)

In (5) rn,l represents grade that the n-th viewer has
given for l-th image (including reference images), MOSn,l
represents rescaled grades of the same viewer and rn rep-
resents all grades of n-th subject. At the end, average MOS
(Mean Opinion Score) grade was calculated for each of the
distorted image as an arithmetic mean of all grades for each
image.

2.2 A57 database

A57 database [2] consists of 6 types of degradation:
quantization of the LH subbands of a 5-level DWT of the
image using the 9/7 filters, additive Gaussian white noise,
baseline JPEG compression of the image (using the stan-
dard quantization matrix), JPEG-2000 compression of the
image (using the 9/7 filters and no visual frequency weight-
ing), JPEG-2000 compression (using the 9/7 filters) with
the dynamic contrast-based quantization algorithm, blur-
ring by using a Gaussian filter.

Three natural images were used, obtained from Kodak
database [12] with 6 described types of degradations and
3 degradation levels. Due to the limited number of images
and limited number of human subjects, the A57 database
is of limited statistical reliability. Results are presented as
a MOS measure.

2.3 CSIQ database

CSIQ database [3] consists of 6 different types of
degradation: JPEG compression, JPEG-2000 compression,
global contrast decrements, additive pink noise, Gaussian
noise and Gaussian blurring. 30 original images were dis-
torted with 5 degradation levels for all mentioned degra-
dation types except contrast decrement degradation which
had 3-4 degradation levels. 35 observers graded 866 de-
graded images in over 5000 subjective ratings and are re-
ported in the form of DMOS (Difference MOS). All im-
ages were displayed on LCD monitors with resolution
1920x1080 pixels. The observers had to put in the row
all degradation levels of the same image simultaneously.
Horizontal distance between images showed similarity be-
tween them, e.g. smaller distance means that two images
had more similar grades. At the end, DMOS results were
calculated using difference scores between degraded and
original subjective score (for each observer).

2.4 LIVE database

LIVE database [4] consists of 5 types of degrada-
tion: JPEG compressed images, JPEG-2000 compressed
images, Gaussian blur, white noise and bit errors in
JPEG2000 bit stream. 29 original images (out of which 24
were obtained from Kodak database [12]) were degraded
using 5 mentioned degradation types and 7-9 degradation
levels for JPEG and JPEG-2000 compression and 6 degra-
dation levels for other degradation types. 20-29 observers
tested and graded image degradations in 7 sessions, sepa-
rately for each type of degradation. Observers graded 982
images in total, out of which 779 were degraded and other
images were original. Similar actions were performed over
each subjective grade like in our VCL@FER database,
only DMOS results were calculated. At the end, DMOS
(Difference MOS) results were scaled to the full range as
described in (5) and averaged across all observers. Details
can be found in [13].

2.5 IVC database

IVC database [5] consists of 10 original images with
5 types of degradation: JPEG, JPEG-2000, JPEG com-
pression (luminance and chrominance), Gaussian blur and
LAR (Locally Adaptive Resolution) compression. 15 sub-
jects graded 185 degraded images with 2-5 degradation
levels using DSIS subjective test method. Finally, MOS
was calculated.

2.6 TID database

TID database [6] consists of 17 degradation types: ad-
ditive Gaussian noise, additive noise in color components
which is more intensive than additive noise in the lu-
minance component, spatially correlated noise, masked
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noise, high frequency noise, impulse noise, quantization
noise, Gaussian blur, image denoising, JPEG compres-
sion, JPEG-2000 compression, JPEG transmission errors,
JPEG-2000 transmission errors, non-eccentricity pattern
noise, local block-wise distortions of different intensity,
mean shift (intensity shift) and contrast change.

Database consists of 25 original images (24 were ob-
tained from Kodak database [12] and one is with patterns)
and every degradation type had 4 degradation levels. This
way a total of 1700 degraded images were graded. 838
subjects from three countries (Finland, Italy and Ukraine)
graded 256428 image pairs with grades 0-9 on LCD
or CRT 19” monitors with resolution 1152x864 pixels.
Subjective screening was done according to the ITU-R
BT.500-11 [8] and at the end MOS was calculated.

2.7 Toyama database
Toyama image database [7] consists of 2 degradation

types: JPEG and JPEG-2000. 14 original images were used
with 6 degradation levels, which give 168 degraded im-
ages. 16 subjects graded images on the scale 1-5 and in the
end MOS was calculated.

3 OBJECTIVE QUALITY MEASURES
In this section six existing full-reference objective qual-

ity measures are described. Objective quality measures
which were tested are: MSE (Mean Squared Error) [14],
SSIM (Structural Similarity) [15], MS-SSIM (Multiscale
SSIM) [16], VIF (Visual Information Fidelity) [17], IW-
SSIM (Information Content Weighted SSIM) [18] and
MAD (Most Apparent Distortion) [19]. MSE, and VIF can
be calculated using Matlab program "Metrix_mux" [20].
SSIM, IW-SSIM and MS-SSIM measures were down-
loaded from [21] and MAD measure was downloaded from
[22]. PSNR (Peak Signal to Noise Ratio) results are the
same as MSE so these results will not be shown. All mea-
sures give best results when they’re calculated from lu-
minance component only, which means that all color im-
ages had to be transformed in grayscale images. For mea-
sures that are using transforms, depending on the number
of scales and filter length, they had to be rescaled firstly.

3.1 MSE and PSNR
Mean Squared Error (MSE) measure [14] is defined as:

MSE =

∑
i

∑
j(ai,j − bi,j)2
x · y , (6)

where in (6) a and b are original and distorted image. x and
y are width and height of images.

Peak Signal to Noise Ratio (PSNR) measure [14] is de-
fined as:

PSNR = 10 log10

2552

MSE
. (7)

3.2 SSIM

Structural Similarity index (SSIM) is a novel method
for measuring the similarity between two images [15]. It
is computed from three image measurement comparisons:
luminance, contrast and structure. At each step, the local
statistics and SSIM index are calculated within the local
window. Because resulting SSIM index map often exhibits
undesirable "blocking" artifacts, each window is filtered
with normalized Gaussian weighting function (11×11 pix-
els) prior calculation of the three components mentioned
earlier. Gaussian weighting function is described in (1) and
afterwards normalized so that the sum of all filter values
equals 1, Fig. 1.

In practice, one usually requires a single overall quality
measure of the entire image, so mean SSIM index is com-
puted to evaluate the overall image quality. The SSIM can
be viewed as a quality measure of one of the images being
compared, while the other image is regarded as of perfect
quality. It can give results between 0 and 1, where 1 means
excellent quality and 0 means poor quality. It is calculated
over 11x11 pixels from three components, luminance, con-
trast and structure (after being filtered):

SSIM_lum =
2 · µx · µy + C1

µ2
x + µ2

y + C1
, (8)

SSIM_cont =
2 · σx · σy + C2

σ2
x + σ2

y + C2
, (9)

SSIM_struct =
σxy + C2

2

σx · σy + C2

2

. (10)

µx and µy are weighted means from original and de-
graded image, σx and σy are weighted variances from
original and degraded image. σxy is similarly defined as
weighted covariance between original and degraded im-
age. C1 and C2 are constants defined as C1 = (K1L)2

and C2 = (K2L)2 where K1 and K2 are constants exper-
imentally determined (K1 = 0.01 and K2 = 0.03). They
help to improve stability of the measure when denominator
is close to zero (for K1 and K2 equal to zero, this would
be Universal Quality Index described in [23]). Final local
SSIM measure is the product of (8), (9) and (10):

SSIM =
(2 · µx · µy + C1)(2 · σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
. (11)

At the end, mean SSIM of all local SSIM values is cal-
culated as their arithmetic mean.

In [24] it is suggested to downsample images prior cal-
culating SSIM according to the:

F = max(1, round(min(M,N)/256)). (12)
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In (13) M ×N is image size. Then we average images
over F×F pixels and downsample images F times in hori-
zontal and vertical direction. Afterwards, SSIM measure is
calculated according to (11). This SSIM was used later in
comparison with other objective measures.

 

1 2 3 4 5 6 7 8 9 10 11

1
2

3
4

5
6

7
8

910
11
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

SampleSample

A
m
p
lit
u
d
e

Fig. 1. Normalized Gaussian filter (σ = 1.5)

3.3 MS-SSIM
Similar like SSIM, MS-SSIM (Multiscale SSIM,

MSSIM) method is a convenient way to incorporate im-
age details at different resolutions [16]. This is a novel im-
age synthesis-based approach which helps calibrating the
parameters (like viewing distance) that weight the relative
importance between different scales. MSSIM measure cal-
culates SSIM on 5 scales. At every scale, image is averaged
over 2x2 pixels and then SSIM contrast and structure is cal-
culated according to (9) and (10) . On the next scale, image
is downsampled by factor 2 in both directions. Only on the
final, fifth scale, luminance component is also calculated
according to (8). Final MSSIM is calculated as:

MSSIM = SSIM_lumα5

5
·

5∏

j=1

(SSIM_contβjj ·

· SSIM_structχjj ). (13)

In (13) parameters α, β i γ are experimentally deter-
mined from LIVE image database:

α5 = 0.1333
βj = [0.0448 0.2856 0.3001 0.2363 0.1333]
χj = [0.0448 0.2856 0.3001 0.2363 0.1333]

. (14)

3.4 VIF
Visual Information Fidelity Criterion (VIF) [17] quan-

tifies the Shannon information that is shared between the
reference and the distorted images relative to the informa-
tion contained in the reference image itself. It uses Natural
Scene Statistics (NSS) modeling in concern with an im-
age degradation model and an HVS model. Results of this

measure can be between 0 and 1, where 1 means perfect
quality and near 0 means poor quality. In first step, original
and degraded images are transformed using SPWT [25].
VIF is then calculated from 5 parameters, out of which 2
are calculated from error image and 2 from only original
image. Fifth parameter, noise variance is experimentally
determined (0.4 in later comparison).

3.5 IW-SSIM

Prior calculating measures, original and degraded im-
ages are transformed using Laplacian pyramid transform
on 5 scales [26].

Information-weighted SSIM (IW-SSIM, IWSSIM) is
defined as [18]:

IW − SSIM =

M∏

i=1

(IW − SSIMj)
βj ,

IW − SSIMj =

∑
i wj,i · c(xj,i, yj,i) · s(xj,i, yj,i)∑

i wj,i
,

j = 1, ...,M− 1, (15)

IW − SSIMM =
1

NM

∑

i

l(xj,i, yj,i) · c(xj,i, yj,i)·

· s(xj,i, yj,i).

where x and y are i-th coefficients on j-th scale, β is
defined in (14),M represents scale,w is weighted function
and l, c and s are luminance, contrast and structure defined
in (8), (9) and (10) accordingly.

3.6 MAD

Most Apparent Distortion (MAD) measure [19] is
newly developed measure. After applying Contrast Sensi-
tivity Function (CSF) described in [27], depending on the
severity of the degradation, measure calculates one grade
(detectability) and second grade (appearance) and finally
combines them in one measure with nonlinear function,
with parameters experimentally determined from A57 im-
age database.

4 PERFORMANCE MEASURES

Each of the objective measures described earlier was
graded using different performance measures: Pearson cor-
relation coefficient, Spearman’s rank correlation coeffi-
cient and Kendall’s rank correlation coefficient.

Pearson’s correlation coefficient is calculated according
to:

rxy =

∑n
i=1(xi − x̄)(yi − ȳ)

(n− 1) · sx · sy
, i = 1, ..., n. (16)
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In (16) xi and yi are grade values (x are objective grades
and y are MOS), x̄ and ȳ are average grade values, and sx
and sy are standard deviations, calculated by (17):

x̄ =
1

n
·
n∑

i=1

xi, ȳ =
1

n
·
n∑

i=1

yi,

sx =

√√√√ 1

n− 1
·
n∑

i=1

(xi − x̄)2, (17)

sy =

√√√√ 1

n− 1
·
n∑

i=1

(yi − ȳ)2.

Because Pearson’s correlation coefficient measures lin-
ear relationship between two variables, nonlinear regres-
sion should be done prior calculation of the correlation.
The nonlinearity chosen for regression for each of the
methods tested was a 5-parameter logistic function (a lo-
gistic function with an added linear term), as it was pro-
posed in [13]:

Q(x) = b1 ·
(

1

2
− 1

1 + eb2·(x−b3)

)
+ b4 · x+ b5. (18)

However, this method has some drawbacks: firstly, lo-
gistic function and its coefficients will have direct influ-
ence on correlation (e.g. if someone chooses another func-
tion or even the same function with other parameters, re-
sults can be quite different). Another drawback is that func-
tion parameters are calculated after the calculation of the
objective measures, which means that resulting parame-
ters will be defined by the used image collection database.
Different database can again produce different parameters.
In [19] somewhat different logistic function is proposed,
with 4 parameters. We calculated Pearson’s correlation us-
ing this function also:

Q(x) =
b1 − b2

1 + e
x−b3
b4

+ b2. (19)

We used three different methods to find the best fitting
coefficients: Trust-Region method, Levenberg-Marquardt
method and Gauss-Newton method [28].

Final method for finding coefficients for nonlinear re-
gression was the one which computed better results for
performance measures (higher Pearson’s correlation). An
algorithm for optimizing coefficients b in (18) was devel-
oped. Firstly, set of 20 starting b parameters were checked
to see which one gives best overall Pearson’s correlation.
For (18) b1−5 = [i, i, i, i, i] and [i, i + 1, i + 2, i +
3, i + 4], for i ∈ {1, 10}; for (19) b1−4 = [i, i, i, i] and
[i, i+ 1, i+ 2, i+ 3], for i ∈ {1, 10}. Iterative algorithm

for finding best b parameters was performed as long as dif-
ference between new and old Pearson’s correlation was not
under 0.0001. Best b coefficients were determined by the
highest Pearson’s correlation after nonlinear regression, for
every optimization method and every starting parameter.
At the end, same iterative algorithm was performed, where
starting parameters for every image database were chosen
as ending (best) parameters of all other image databases
(for the same image quality measure).

Spearman’s correlation coefficient [29] is a measure of
a monotone association that is used when the distribution
of the data makes Pearson’s correlation coefficient undesir-
able or misleading. Spearman’s coefficient is not a measure
of the linear relationship between two variables. It assesses
how well an arbitrary monotonic function can describe the
relationship between two variables, without making any
assumptions about the frequency distribution of the vari-
ables. Spearman’s correlation coefficient is calculated like
Pearson’s correlation in Eq. (16) over ranked variables.
Rank of the sample in variable is its sorted location in a
row. In the case of tied ranks, positions of all tied samples
are calculated as an arithmetic mean of their ranks. If there
are no any tied ranks, Spearman’s correlation coefficient
can be calculated simpler as:

ρ = 1− 6 ·∑n
i=1 d

2
i

n · (n2 − 1)
. (20)

In (20) di = xi − yi are differences between the ranks
of each observation from the two variables being compared
and n is the number of samples.

Kendall’s rank correlation coefficient [30] is another
performance measure which was used to compare objec-
tive and subjective measures. It measures the similarity
of the orderings of the data when ranked by each of the
quantities. All pairs of observations are ranked according
to the first variable X (rank i) and then according to the
second variable Y (rank j). Afterwards, every pair of ob-
servations from the first ranking is compared with all pairs
of observations from the second ranking. Any pair of ob-
servations (xi, yi) and (xj , yj) are said to be concordant if
the ranks for both elements agree: that is, if both xi > xj
and yi > yj or if both xi < xj and yi < yj . They are said
to be discordant if xi > xj and yi < yj or if xi < xj and
yi > yj . If xi = xj or yi = yj (case of tied ranks), the
pair is neither concordant nor discordant. Final correlation
coefficient is calculated as (τb coefficient):

τb =
nconcordant − ndiscordant√(
N ·(N−1)

2 −∑T
i=1

ti(ti−1)
2

) ·

· 1√(
N ·(N−1)

2 −∑U
j=1

uj(uj−1)
2

) . (21)
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Table 2. Pearson’s correlation for all objective quality measures and all image databases, using 5-parameter logistic
function

IWSSIM MAD MSE MSSIM SSIM VIF

A57 0.90353 0.91079 0.69324 0.86039 0.80188 0.69899

CSIQ 0.91441 0.95067 0.81536 0.89974 0.86126 0.92775

LIVE 0.95219 0.96752 0.87305 0.94894 0.94488 0.95983

IVC 0.92306 0.92195 0.72145 0.91085 0.91194 0.90283

VCL@FER 0.91909 0.90531 0.8241 0.92319 0.91436 0.89548

TID 0.85791 0.83083 0.58495 0.84515 0.77317 0.80934

TOYAMA 0.92488 0.94068 0.64918 0.89274 0.8887 0.91629

mean 0.91358 0.91825 0.73733 0.89728 0.87089 0.87293

wt_mean 0.90017 0.89844 0.72386 0.8898 0.85092 0.87826

Table 3. Pearson’s correlation for all objective quality measures and all image databases, using 4-parameter logistic
function

IWSSIM MAD MSE MSSIM SSIM VIF

A57 0.90244 0.90591 0.66947 0.85734 0.80185 0.61604

CSIQ 0.90253 0.95019 0.80299 0.89718 0.85938 0.92526

LIVE 0.9425 0.96718 0.85823 0.94021 0.93835 0.95924

IVC 0.92285 0.92096 0.72065 0.91067 0.91165 0.90262

VCL@FER 0.91526 0.90506 0.81091 0.91831 0.90892 0.89234

TID 0.84882 0.83057 0.56892 0.84044 0.77153 0.80505

TOYAMA 0.9244 0.94062 0.62642 0.89201 0.88771 0.91367

mean 0.9084 0.91721 0.72251 0.89374 0.86849 0.85918

wt_mean 0.89191 0.89804 0.70945 0.88514 0.84796 0.8744

Table 4. Spearman’s correlation for all objective quality measures and all image databases
IWSSIM MAD MSE MSSIM SSIM VIF

A57 0.87127 0.90139 0.61763 0.8415 0.80666 0.62228

CSIQ 0.92129 0.94665 0.8058 0.91364 0.87563 0.91945

LIVE 0.95665 0.96689 0.87556 0.95128 0.9479 0.96315

IVC 0.9125 0.91457 0.68844 0.898 0.90182 0.89637

VCL@FER 0.91633 0.90607 0.82465 0.92269 0.91125 0.88665

TID 0.85594 0.83401 0.5531 0.85418 0.77493 0.74907

TOYAMA 0.92024 0.93617 0.61319 0.88738 0.87938 0.90767

mean 0.90775 0.91511 0.7112 0.89552 0.87108 0.84923

wt_mean 0.9002 0.89826 0.70611 0.89553 0.85391 0.85068

Table 5. Kendall’s correlation for all objective quality measures and all image databases
IWSSIM MAD MSE MSSIM SSIM VIF

A57 0.68462 0.72238 0.43007 0.64825 0.60629 0.45944

CSIQ 0.75287 0.79701 0.60836 0.7395 0.6907 0.75373

LIVE 0.81752 0.84213 0.68646 0.80445 0.79629 0.82701

IVC 0.73388 0.74061 0.52175 0.7203 0.72231 0.71581

VCL@FER 0.7372 0.72135 0.63614 0.74973 0.73315 0.69244

TID 0.66364 0.64451 0.40275 0.65685 0.57676 0.58605

TOYAMA 0.75366 0.78229 0.44428 0.70286 0.69394 0.7315

mean 0.73477 0.75004 0.53283 0.71742 0.68849 0.68085

wt_mean 0.72568 0.7313 0.53248 0.71652 0.67068 0.68671

In (21) N is the number of observations, ti is the num-
ber of t similar samples of variable X at rank i ∈ {1,T}.
Similarly, uj is the number of u similar samples of variable
Y at rankj ∈ {1,U}. In the case where there are no tied

ranks, Kendall’s correlation coefficient can be simplified
and calculated as (τa coefficient), (22):

τa =
nconcordant − ndiscordant

N ·(N−1)
2

. (22)
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5 RESULTS

When comparing images across multiple databases,
correlation can be calculated as an arithmetic mean or
weighted arithmetic mean as proposed in [18]. Weighted
arithmetic mean is calculated as:

wt_mean =
∑7
i=1(wi·corri)∑7

i=1 wi

wi = {54, 866, 779, 185, 552, 1700, 168} .
(23)

In (23) wi are database sizes (A57, CSIQ, LIVE, IVC,
VCL@FER, TID and TOYAMA accordingly). Mean and
weighted mean correlations are shown on Fig. 2. Pearson’s
correlation is calculated after nonlinear regression.

Pearson’s correlation (for 4 and 5 parameter fitting func-
tion), Spearman’s and Kendall’s correlations are presented
in Tables 2-5.

From the Fig. 2 it can be concluded that objective mea-
sures from the best are in the following order:

Arithmetic mean

• Pearson’s correlation, 5 parameters in fitting function:
MAD, IWSSIM, MSSIM, VIF, SSIM, MSE

• Pearson’s correlation, 4 parameters in fitting function:
MAD, IWSSIM, MSSIM, VIF, SSIM, MSE

• Spearman’s correlation: MAD, IWSSIM, MSSIM,
SSIM, VIF, MSE

• Kendall’s correlation: MAD, IWSSIM, MSSIM,
SSIM, VIF, MSE

Weighted mean

• Pearson’s correlation, 5 parameters in fitting function:
IWSSIM, MAD, MSSIM, VIF, SSIM, MSE

• Pearson’s correlation, 4 parameters in fitting function:
MAD, IWSSIM, MSSIM, VIF, SSIM, MSE

• Spearman’s correlation: IWSSIM, MAD, MSSIM,
SSIM, VIF, MSE

• Kendall’s correlation: MAD, IWSSIM, MSSIM, VIF,
SSIM, MSE

It can be concluded that best correlation results are ob-
tained using IWSSIM or MAD measures, depending on the
correlation type and fitting function (for Pearson’s correla-
tion smaller differences are possible). However, it should
be noted that MAD measure has significantly higher calcu-
lation time than IWSSIM measure due to the Gabor filter
calculation on 5 scales and 4 orientations.

When comparing results from only VCL@FER
database, best measure is MSSIM, however IWSSIM and
MAD measures have similar correlations.

6 CONCLUSION

In this paper we presented newly developed image qual-
ity database VCL@FER and compared six objective mea-
sures using this database, as well as six other publicly
available databases. Results show that best results are ob-
tained for IWSSIM and MAD measures. In our database
MSSIM shows best correlation results, however MAD and
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Fig. 2. Mean and weighted mean correlations for all
databases: (a) Pearson’s correlation, 5 fitting parameters,
(b) Pearson’s correlation, 4 fitting parameters, (c) Spear-
man’s correlation, (d) Kendall’s correlation

IWSSIM perform near equally well.

It can be concluded that VCL@FER database can
be used to test other objective measures (like reduced-
reference or no-reference measures) as well as to develop
and test new image quality measures.
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