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A NEW APPROACH FOR RETRIEVAL OF NATURAL IMAGES
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The field of image retrieval is an active research area, particularly under the new MPEG-7 multimedia standard. According
to anticipated MPEG-7 visual descriptors, image parameters that were obtained using multiscale decomposition with Gabor
filters can be used for retrieval of images of similar textures. This approach has been used for texture image retrieval but
we used it for the retrieval of natural images, which is a more real case for the end-user. We show that the performance of
this method can be enhanced if the parameters are defined on the subimage level and then performing intersection between
retrieval results.
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1 INTRODUCTION

The growth of multimedia information available in
online-digital form is enormous in recent years. There-
fore, it has become important to develop systems that
will be able to search for this information, in order that
some useful information can be derived. To enable search
through the multimedia information, a good description
of multimedia content becomes inevitable. The emerging
new MPEG-7 standard [1], formally known as the “Multi-
media Content Description Interface” has the objective of
specifying a standard set of description schemes and de-
scriptors to describe various types of multimedia informa-
tion. Among many requirements, MPEG-7 will support
visual descriptors that allow different types of queries.
One of these are visual description query by shape, tex-
ture and colour. This means that for the content-based
image retrieval, user will be able to specify any type
of the query image content (shape, texture, colour) and
the search engine will retrieve similar images from the
database [2, 3]. In our research we are particularly in-
terested in texture [4-6], and in this paper, a method
for matching natural images according to their texture
[7], together with a novel intersection method will be in-
troduced and implemented for image retrieval through
heads-database.

2 TEXTURE FEATURES

To support image retrieval or browsing, an effective
representation of texture, as one of the three important
parameters, is required. Numerous approaches towards
texture and image features extraction have been made [8].
We used a set of Gabor filters for texture representation
because it provides a perceptual characterisation of tex-
ture similar to a human characterisation. The computa-

tion of this descriptor proceeds as follows: first, the image

is filtered with a bank of orientation and scale tuned filters

(modelled using Gabor functions); from the filtered out-

puts, two dominant texture features are identified which

are used for similarity image retrieval. So, our approach

is well suited to the MPEG-7 requirements for image re-

trieval in multimedia systems.

Gabor filters can be seen as two-dimensional wavelets

[9]. When applied to an image I(x, y), the discretisation

of a two-dimensional wavelet is given by

Wmlpq =

∫∫

I(x, y)gml(x − p∆x, y − q∆y)dxdy (1)

where ∆x , ∆y is the spatial sampling rectangle (in our

case ∆x = ∆y = 1), p , q are image position, and m

and l specify the scale and orientation of the wavelet,

respectively, with m = 0, . . . , M −1 and l = 0, . . . , L−1.

M is the total number of scales and L is the total number

of orientations. The notation

gml(x, y) = a−mg(x̃, ỹ) (2)

where

x̃ = a−m(x cos θ + y sin θ) ,

ỹ = a−m(−x sin θ + y cos θ)
(3)

denotes dilation of the mother wavelet g(x, y) by a−m (a

is the scale parameter), and rotation by θ = l∆θ , where

∆θ = 2π/L is the orientation sampling period.

Function gml(x, y) is defined so that all the wavelet filters

have the same energy
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Fig. 1. Real and imaginary parts of g(x, y)
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Fig. 2. Gabor filter spectrum (contours indicate the half-peak
magnitudes of filter responses)
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∫∫

∣

∣g(x̃, ỹ)
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which is obviously independent of the choice of m and l .

We use the family of our filter bank with the following
Gabor function as the mother wavelet

g(x, y) =
1

2πσxσy

· e
−

1
2

(

x2

σ2
x

+ y2

σ2
y

)

· ei2πf0x (5)

where σx and σy are the spreads of the Gaussian and f0

is the spatial frequency of the harmonic wave (frequency
bandwidth of the filters). We use W = 0.5 which corre-
sponds to a half-amplitude bandwidth of 1 octave and
is consistent with neurophysiological findings [9]. An ex-
ample of real and imaginary parts of g(x, y) is shown in
Fig. 1.

The Gabor function is a two-dimensional Gaussian
modulated with a complex exponential. Therefore, its
frequency domain representation is a two-dimensional
Gaussian with an appropriate displacement along u-axis,
where we use (u, v) to index the frequency domain

G(u, v) = e−2π2(σ2
xu2+σ2

yv2) ∗ ∗δ(u − f0)

= e−2π2(σ2
x(u−f0)2+σ2

yv2) = e
−

1
2

(

(u−f0)2

σ2
u

+ v2

σ2
v

)

(6)

where σu = 1/(2πσx) and σv = 1/(2πσy). Symbol ∗∗
represents two-dimensional convolution.

Hence, using g(x, y) as the mother Gabor wavelet,
by appropriate dilations and rotations of g(x, y) [7], it
is possible to design Gabor filter dictionary, Fig. 2. Ul

and Uh are the lowest and highest frequency of interest,
respectively. We used Ul = 0.05 and Uh = 0.4.

For each Gabor filter, the input image can be decom-
posed into M×L filtered images. We have chosen M = 4,
L = 6, resulting in 24 different filters which decompose
the input image into 24 filtered images. These parame-
ters are selected as a balance between the computational
complexity and texture representation accuracy. For ev-
ery filtered image the mean value

µml =

∫∫

|Wml(x, y)|dxdy (7)

and the standard deviation

σml =

√

∫∫

(

|Wml(x, y)| − µml

)2
dxdy (8)

as the two most important features of the texture are
extracted. Hence, the image texture is described by a
feature vector with 48 feature parameters as

Feature factor =
[

µ00µ01µ02µ03µ04µ05µ10µ11 . . . µ35

σ00σ01σ02σ03σ04σ05σ10σ11 . . . σ35

]

1×48
(9)

3 DATABASE CREATION AND

SIMILARITY MEASURE

We created a database which contains 300 head im-
ages of 512 × 512 pixels [10], Fig. 3. It is in fact 30 sets,
each containing 10 images of the same person with differ-
ent facial expressions, illumination conditions and occlu-
sions (glasses, hairstyle, etc). For each of the 300 images,
48 texture features are extracted, and a database with
300 × 48 features is created. Following the conventional
retrieval approaches, each image in the database is iden-
tified with its 48 texture features. To search for a desired
image (query image) in the database, the 48 texture fea-
tures of this query image are also extracted. We then cal-
culate the distance between the set of 48 features of the
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Fig. 3. Creating the image features database

query image and each set of 48 features of the database
images. The distance is determined by measuring the nor-
malised Euclidean distance between two feature vectors
as

dml(i, j) =
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where dml(i, j) represents the distance between features
for image i and image j on a specific scale m and ori-
entation l . The total distance between feature vector for
image i and image j can be derived as

d(i, j) =
∑

m

∑

l

dml(i, j) . (11)

Similarity measure of two images can be defined as an
inverse value of the total distance. If the total distance
between feature vectors increases, similarity measure of
images will decrease. The described procedure produces
a set of 300 different similarity measures, which are sorted
in an increasing order of similarity. Since every similarity
measure is associated with an appropriate database image
number, then the most similar image(s) can be retrieved.
It should be noted that the retrieved image can not be

exactly identical to the wanted image, unless it is itself in
the database. For this reason one might ask to search for
most similar images, preferably to be rank ordered on the
degree of similarity. Hence a good image retrieval method
is the one that can find the N most similar images.

4 RETRIEVAL RESULTS

To determine the precision of retrieved images for par-
ticular N top matches (number of results per query im-
age), we have measured the ratio between the number of
retrieved relevant images (that are similar to the query
image) and the number of all retrieved images (output
images).

Naturally, the most similar retrieved image will be the
image itself, the maximum number of retrieved relevant
images is 10 (all associated with the same person), and
the maximum number of retrieved images is 300. In the
precision determination, the first retrieved image (image
itself) will not be counted because in a real case, if the
query image is not included in the database, surely, it will
not be retrieved. So, precision determination will start
from N = 2. Let us call the above described retrieval
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Fig. 4. Precision of retrieved images of 1-vector approach
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Fig. 5. Number of all retrieved images

Fig. 6. Creating the subimage features database

method 1-vector approach (conventional approach), be-
cause only 1-vector with 48 parameters for the query im-
age is extracted and compared with the database vectors.

We made 300 tests using each database image as the
query image and then these 300 results are averaged for
particular N . Figure 4 shows the precision of retrieved
images when the number of top matches varies from 2
to 50. It can be seen that for larger N , precision decays
rapidly. However, an important issue in most retrieval

processes is not only the precision of retrieved images

but also the number of all retrieved images that the end-

user needs to deal with. In practice, this number needs to

be such that the retrieved images can be displayed, view

and scrolled conveniently. With conventional 1-vector ap-

proach, it is obvious that the number of all retrieved im-

ages is fixed and determined by N , what can be seen

from the linear curve in Fig. 5. Here should be noted that

retrieved images need to be relevant images. The preci-
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Fig. 7. Comparing the subimages with the same coordinates
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Fig. 8. Precision of retrieved images
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Fig. 9. Number of all retrieved images
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Fig. 10. Number of cases where only the image itself is
retrieved

sion for N = 10 is 58 %. It means that 58 % of retrieved

images will be relevant images. To realise the reduction

of the number of all retrieved images, and at the same

time, to preserve or even improve the precision, we are

performing intersection between results using 256 × 256

subimages.

5 A NEW APPROACH

We are dividing each 512 × 512 image into 4 non-
overlapped subimages (format 256×256 pixels), produc-
ing a database of 1200 subimages, Fig. 6. The same fea-
tures extraction process is performed but now on each of
the subimages.

To preserve the equality with conventional 1-vector ap-
proach, we are searching for N top matches within 300
subimages (same database length!), according to the fol-
lowing rule: each 256×256 subimage that belongs to the
top-left, top-right, bottom-left and bottom-right quad-
rant from the 512×512 query image is compared with the
300 database subimage that belongs to the same top-left,
top-right, bottom-left and bottom-right quadrant, respec-
tively, Fig. 7.

After that, within the retrieved 4 × N images, we
are performing intersection. Intersection analysis is made
according to three different rules:

1. image will be considered as the intersection result if it
appears 4 times in each of the 4 retrieved sets (4/4-
method);

2. image will be considered as the intersection result if
it appears 3 or 4 times in each of the 4 retrieved sets
(3,4/4-method);
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Fig. 11. Example of retrieval process with N = 5: (a) retrieval results using 1-vector approach, (b) retrieval results using intersection:
(2,3,4/4)-method; (c) retrieval results using intersection: (3,4/4)-method; (d) retrieval results using intersection: (4/4)-method. First

image from the left in each row represents the query image.

Fig. 12. Example of retrieval process with the same notation like on the Fig. 11.
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3. image will be considered as the intersection result if it
appears 2, 3 or 4 times in each of the 4 retrieved sets
(2,3,4/4-method).

Repeating the same procedure for each database
subimage as the query one (300 tests), we can draw the
similar curves like for the 1-vector approach, Fig. 8 and
Fig. 9. It can be seen that the retrieval process with the
intersection method is significantly improved. Precision
of retrieved images is much better than for the 1-vector
approach, and at the same time, number of all retrieved
images is reduced.

Comparing four precision curves, it can be seen that
all three intersection cases outperform the 1-vector ap-
proach. The highest precision will be achieved by going
along the (2,3,4/4)-curve from N = 2 until N = 5,
then, by going along the (3,4/4)-curve from N = 6 until
N = 13, and finally, by going along the (4/4)-curve, from
N = 14 onwards. These results are logical because for
the higher N it is necessary to use a stronger condition.
So, by performing image retrieval using the described in-
tersection method on our head-database, it is advisable
simply to change the intersection rule parallel with in-
creasing the N in order to achieve better precision.

Comparing four curves from Fig. 9 it can be seen that
all three intersection cases are better than the 1-vector
approach, because the number of all retrieved images on
the output is reduced and, at the same time, precision
is increased. However, from these intersection curves new
conclusions about three intersection cases can be derived.
(2,3,4/4)-method is too close to the 1-vector approach. It
means that for the same N , number of all retrieved im-
ages will be very similar to the 1-vector approach, and for
the higher N , precision is falling rapidly in comparison
to other two intersection methods, Fig. 8.

On the other hand, the (4/4)-method is reducing the
number of all retrieved images too much. It means that
there will be many cases (out of 300 tests) in which only
the image itself will be retrieved on the output, Fig. 10.
For N = 1, all methods have the same number of such
cases because the image itself is always retrieved if it is
included in the database. Therefore, for N = 1 there
are 300 described cases for all methods. For N = 2,
the 1-vector approach will always retrieve 2 images, and
the number of cases where only the image itself is re-
trieved is equal to zero. For N = 2, the (3,4/4)-method
will have 192, and the (4/4)-method 256 described cases.
For N = 10, there are 26 and 60, and for N = 100,
0 and 3 cases, for (3,4/4)-method and (4/4)-method, re-
spectively. The case where only one image is retrieved
on the output is the worst because in real applications,
where query image is not inside the database, number
of retrieved images will be zero. Based on these conclu-
sions, it can be seen that the (4/4)-method is not ac-
ceptable for real applications, because even with a high
number of top matches per subimage, there are still some
cases where only the image itself is retrieved. However, for
higher N this strong intersection rule proves to be good
if one wants to preserve good precision. So, to achieve

a compromise between good precision and the optimal

number of all retrieved images, the (3,4/4)-method should

be used. Precision with this method is more than 80 %

until N = 13, what is acceptable number of top matches

per query subimage, and the average number of all re-

trieved images for N = 13 is 6, what is very convenient

for displaying, viewing and scrolling.

To justify the mentioned conclusions, an example of

retrieval process is shown in Fig. 11. Results of the above

mentioned methods can be seen in this figure. The first

image from the left in each row represents the query im-

age (image itself; similarity measure is equal to zero). The

1-vector approach retrieves many images that are com-

pletely different from the query image, Fig. 11(a). The

(2,3,4/4)-method is good but retrieves one non-relevant

image, Fig. 11(b). The (4/4)-method is too strong, es-

pecially for the smaller N , like N = 5 in this exam-

ple, where only one result (image itself) is retrieved,

Fig. 11(d). Finally, the (3,4/4)-method proves to be the

best because the precision for this example is the high-

est and the number of all retrieved images is optimal,

Fig. 11(c). Similar conclusions can be derived from the

examples in Fig. 12. If we increase the number of top

matches (N ), 1-vector approach will retrieve too many

images with a lower precision (there will be many re-

trieved results different then the query image). The in-

tersection methods will preserve the precision with the

lower number of retrieved images.

6 CONCLUSION

We have presented an approach for significant im-

provement of image retrieval. Improvement is based on

performing the intersection between retrieval results for

4 query subimages. We introduced three different rules

for intersection analysis. We compared precision results

and the number of all retrieved images for conventional

method and three novel intersection methods. We proved

that all intersection methods are better than the con-

ventional 1-vector approach. We found that the (3,4/4)-

method should be used to achieve a compromise between

good precision and the optimal number of all retrieved im-

ages. Our approach has several advantages: 1. It does not

effect the database length (300), and hence, can be cor-

rectly compared with the conventional 1-vector approach,

2. It outperforms the conventional 1-vector approach ac-

cording to the precision of retrieved images, 3. It reduces

the number of all retrieved images.
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