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Abstract - An automated system that can provide feedback about aesthetic value or quality of headshot photos based on learned rules could be a very useful support in photo searching, sorting and editing. This is a challenging problem as it requires semantic understanding of photos, which is beyond the state-of-the-art in computer vision. In this paper, we present a method built on most important rules or guidelines used by professional photographers to assess aesthetic quality of headshots. Proposed method uses low-level features and face-related high-level features. We make use of popular machine learning algorithms, support vector machines and Real AdaBoost, to determine whether a headshot is aesthetically appealing or unappealing. The results of extensive experiments indicate that proposed method is valid and effective: the overall classification accuracy for binary classification is greater than 86 %. This work is difficult to compare with previous attempts to assess aesthetic quality as no other research group studied this particular field of photography before.
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I. INTRODUCTION

With the current widespread use of smart phones and digital cameras anyone can take photos while the number of photos in private and public collections is increasing drastically [1]. An automated system that can provide feedback about aesthetic value or quality based on learned rules could be a very useful support in photo searching, sorting and editing. This is a challenging problem as it requires semantic understanding of photos, which is beyond the state-of-the-art in computer vision.

Headshot photography has become a popular choice and style for modern branding, such as websites, social media and even traditional business cards. A headshot in simplest terms represents a modern portrait for branding. In this paper, we briefly discuss most important rules or guidelines used by professional photographers to improve headshot aesthetic quality. Based on these rules we extract features for aesthetic quality assessment and build a classifier that can qualitatively distinguish between aesthetically appealing and aesthetically unappealing headshots. To the best of our knowledge, our work makes the first attempt to assess aesthetic quality of headshots, using minimum number of features.

This paper is organized as follows: in Section II a brief review of past work in the field of computational aesthetics is given; the basic idea of the method is described in Section III; the individual features used for aesthetic quality assessment of headshots are described in Section IV; in Section V we give a description of the experimental design and report results; finally, in Section VI we draw a conclusion and present future work.

II. RELATED WORK

Despite the challenges, various research attempts have been made and are increasingly being made to address basic understanding and solve various sub-problems under the umbrella of aesthetics, mood, and emotion inference in photos [2]. Some researchers use 'black box' approach, but this design does not provide any insight into the process of decision making itself [3, 4]. Others use a top-down, principled approach by using a number of low-level and high-level features [5, 6, 7]; such tools for automatic aesthetic assessment of photos are publicly available online [8]. The latest approach is characterized by focusing on the subject and using a set of salient features that characterize the subject and subject-background relationship, in addition to a set of low-level features [9, 10, 11]. Although there are promising results, in general, algorithmic solutions for detecting the subject and salient features remain inefficient. Therefore, recent work is being focused on more specific domains designed specifically for them, such as photographs of people and their faces.

Li et al. [12] evaluated aesthetic quality of consumer photos with faces. They conducted an online survey to collect people's opinions towards a set of consumer photos, resulting in a large database with human scores. Moreover, they extracted technical, perceptual and social relationship features to represent the aesthetic quality of a photo, by focusing on face-related regions. Defined as a multiclass categorization
problem, their algorithm was able to achieve classification accuracy of 68% within one cross-category error.

Khan et al. [13] evaluated visual aesthetics in photographic portraiture. They developed a set of 7 classification features for spatial and color composition of human portraits. In their experiment they used only small part of the human photo database [12] of consumer photos with a single person. Their algorithm was able to achieve classification accuracy greater than 61% on the aforementioned database.

Battiatto et al. [14] proposed aesthetic scoring function of photographic portraits and group photos, taking into account faces aspect ratio, composition, colors and face expressions. In their experiment they used their own database of 100 photos, subjectively rated by a group of ten people. Although they draw some conclusions, no classification accuracy was reported.

III. FEATURES FOR AESTHETIC QUALITY ASSESSMENT

Extracting features to assess the aesthetic quality of headshots is a crucial part of this work. With knowledge and experience in photography, we selected 10 features based on rules and methodology in photography and intuitive assumptions on human vision and psychology. Features described below are especially helpful when assessing aesthetic quality of headshots and proved efficient through various experiments.

A. Sharpness

When taking a photo, the area that we want to draw the viewer's eyes to should be in sharpest focus. For portrait/headshot it is fairly widely agreed that focus should be on frontal features of the face and the eyes. Contrary, if the foreground subject does not have sharp focus, it adds confusion to the photo, since we naturally see things up close sharper than far away objects. In our work, we examined sharpness of the detected face inside the face bounding box. Our sharpness measure draws on the concept proposed by Vu et al. [15] and is based on two factors: (1) a spectral measure based on the slope of the local magnitude spectrum and (2) a spatial measure based on local maximum total variation. The sharpness feature $f_1$ is defined as a single scalar value which denotes overall perceived sharpness.

B. Low depth of field

In optics, particularly as it relates to photography, depth of field (DoF) is the distance between the nearest and farthest object in a scene that appears acceptably sharp in a photo. High quality headshots stand out because the subject (especially his/her eyes) is in sharp focus while the background is blurred. A background that is in sharp focus gives the viewer too many details. We propose a novel method to detect shallow depth of field in headshots. Our DoF feature $f_2$ is computed as ratio of scalar values denoting perceived sharpness of object inside the face bounding box to sharpness of area outside of the face bounding box. As mentioned before, object of interest (a face in our case) should be in sharp focus while the background should be blurred. This essentially means that a large value of the DoF feature tends to indicate a good quality headshot. Conversely, small value of the DoF feature tends to indicate a low quality headshot.

C. Composition

In the visual arts, in particular painting and photography, composition is the placement or arrangement of visual elements in a work of art. Although good composition is highly subjective, there are number of established composition guidelines which can be applied in almost any situation to enhance the aesthetic appeal of a photo. The rule of thirds is the most common compositional guideline, commonly used by professional photographers today. It is one of the most frequently used ways of directing the viewer's eyes to the center of interest in a photo. The idea is to imagine the frame split into nine equal sections or rectangles by two horizontal lines and two vertical lines. By placing important compositional elements (especially his/her eyes) near one of the two upper intersection points, photographer will lead viewer's eyes through the photo and create a more balanced composition. Besides, the photo will be more aesthetically pleasing. In our work three power points are defined: two upper intersection points and a center point (as illustrated in Figure 1). Features $f_3$, $f_4$ and $f_5$ are defined as distances between center of the face bounding box and three fixed power points, clearly determining the face position in a photo.

D. Contrast

Contrast is a measure of the difference in brightness between the brightest and darkest parts of a photo. The contrast feature $f_6$ is calculated using the root mean-square (RMS) contrast and does not depend on the spatial frequency content or the spatial distribution of contrast in the photo. RMS contrast is defined as standard deviation of the pixel values of V (value) component in HSV color space and has been proven useful when comparing contrast of different photos.

E. Lightness

As we already mentioned, headshot is not much more than a photo used to promote a particular person's general look. While headshot photos must be technically excellent, they must not be too "creative", by which we mean that the lighting is usually rather flat, with minimal shadows and highlights [16]. The lighting should support the person in the shot and not steal focus. The spark that drives the headshot should come from the model; presumably that's what will make a positive impact on other people. Our lightness feature $f_7$ is calculated inside the face bounding box as a mean pixel value of L (lightness) component in HSL color space.

F. Clipping and blown-out highlights

In digital photography, clipping is a result of capturing or processing a photo where the intensity in a certain area falls outside the minimum and maximum intensity which can be represented, due to a limited dynamic range. The clipped area of the photo will typically appear as a uniform area of the minimum or maximum brightness, losing any detail. The extent of the clipped area affects the degree to which the clipping is visually noticeable or undesirable in the resulting
photo. Bright areas due to overexposure are sometimes called blown-out highlights. The clipped area will typically be completely white and this is something to avoid in every circumstance when taking headshots. Our blown-out highlights feature \( f_9 \) is calculated on the face bounding box as a percentage of total area of the grayscale photo having maximum intensity value pixels.

**G. Hue count**

When taking a headshot, it is always important to make the right decision about prevailing color scheme. It is a good idea to limit the number of hues to just a few or at least work them into a grouping of related colors. That way the subject will look more important than the surrounding environment. The layout will have clean uncluttered professional look. The hue look more important than the surrounding environment. The layout will have clean uncluttered professional look. The hue count feature \( f_6 \) of a photo is calculated in HSV color space as follows. Only pixels with saturation values > 0.2 and brightness values in the range 0.15 - 0.95 were considered since outside this ranges the color aims to be white, gray or black to human eyes, no matter what the hue value is. A 20-bin histogram was computed on the pixels with good hue values. With a number of pixels in each bin known, hue count feature is calculated as the standard deviation of the pixel number in each bin.

**H. Face size**

Wikipedia defines a headshot as: "A headshot is a photographic technique where the focus of the photograph is a person's face". Accordingly, the viewer's eyes will be drawn to the face and their attention will be held there. Typically, headshots focus on the head and shoulders because people normally want to see your face as opposed to your body. The more of your body showing in the photo means your face gets smaller in the frame. If a face size is below a certain threshold, we are approaching to the torso and full body portrait. The face size feature \( f_{10} \) is calculated as a ratio of face bounding box area to the total photo area.

### IV. EXPERIMENTS AND RESULTS

**A. Database**

To the best of our knowledge, there is no publicly available database with human ratings focusing on this specific type of portraits. Therefore we collected a set of 380 photos with a single face, using both photos from private collections and photos uploaded on Flickr.com photo sharing website under the Attribution - NonCommercial License. Our set of photos contains a positive set of 258 RGB photos that were marked as aesthetically appealing and a negative set of 122 RGB photos marked as aesthetically unappealing (as illustrated in Figure 2). The photos in our database are at different resolutions and aspect ratios (min. 200 x 200, max. 1000 x 667), acquired with both consumer and professional digital cameras. Classification of photos as being positive or negative was performed by a group of five people, including authors of this article. To test the classifiers on our photos, we separated photos in two subsets: the first one was the training set and the second one was the evaluation set. We chose to take at random 75 % of the photos as a training set, and the rest 25 % of the photos as an evaluation set.

**B. Face detection**

In our work, we made use of Viola-Jones face detection method [17], using the implementation included in the OpenCV [18], Intel's free open-source computer vision library. This method is quite effective at detecting faces in photos and outputs an accurate position and size of bounding box containing the detected face. Position and size of each bounding box are described with 4 values: first pair of values is the pair of coordinates (x, y) of the top-left corner, while the second pair of values is height and width of the face bounding box. Nevertheless, the method has some drawbacks in its application which can lead to possible multiple detections and miss detections. In case of multiple detections around the same face, the largest face bounding box was used. In case no face was detected (32 out of 380 photos), the face bounding box was specified manually.

**C. Traditional feature set**

To compare the performance of our feature set with previous work in terms of classification accuracy, 66 traditional features described in [13] were computed for each headshot.

**D. Experiments and Results**

In this paper we propose a method that uses low-level features and face-related high-level features to assess aesthetic quality of headshots. Low-level features are calculated over the entire photo (e.g. contrast and hue count), while high-level features are calculated inside the bounding box containing the detected face (e.g. sharpness and blown-out highlights). Consequently, constituent part of our method is face detection method by which the position and size of each face is determined (described in Section IV.B).

For every photo in our database (described in Section IV.A) 10 low-level and high-level features are calculated; using this features normalized to unit length, feature vector for
each headshot is built. These new feature vectors of the training set are used to train classifier by using popular classification techniques. The idea is to deduce classification rules from the training set, in order to allow one to classify a new headshot, i.e. to assign it to one of the classes. There are only two possible classes of headshots: one class that is aesthetically appealing and the other class that is not. This kind of classification is also called binary classification.

We used Support Vector Machines (SVM), a group of supervised learning models first introduced by Cortes et al. [19] that can be applied for binary classification problem. In our work we used the sigma-tuned Radial Basis Function kernel model with $\gamma = 3.7$ and cost = 1.0. We also used Real AdaBoost, the generalization of a basic AdaBoost algorithm first introduced by Schapire et al. [20]. Using newly created classification rules we made prediction on the evaluation set and finally compared the success rates of different classifiers. Table 1 shows results obtained using different classification techniques. The final accuracy presented is an average over 100 repeated measurements. In general, SVM achieved higher accuracy than the Real AdaBoost classifier. The former method has achieved most significant result with classification accuracy of 86.33 % and can assess aesthetic quality in fast and efficient manner. On the other hand, similar classification accuracy was achieved with traditional feature set, roughly six times larger than our feature set, thus significantly increasing the total training and classification time.

<table>
<thead>
<tr>
<th>Classification Technique</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>86.33 %</td>
</tr>
<tr>
<td>Real AdaBoost</td>
<td>84.66 %</td>
</tr>
</tbody>
</table>


ewcommand{V.}{V.} V. CONCLUSION AND FUTURE WORK

In this paper, we proposed framework to assess the aesthetic quality of headshots, a specific type of portraits. This is a challenging problem as it requires semantic understanding of photos, which is beyond the state-of-the-art in computer vision. Our method is a rule-based method which makes use of popular classification techniques to determine whether a photo is aesthetically appealing or unappealing. Extensive experiments on our database demonstrated the effectiveness of the proposed method. Although our work suffers from the fact that there is no publicly available benchmark database and that true evaluation could not be performed, the performance of our method in terms of binary classification accuracy is comparable to the best performance to date. In the future, we plan to build a realistic headshot database with human ratings and make it publicly available; that would allow different research groups to compare their methods. Moreover, it is desirable to develop an improved face region extraction and eye detection algorithm. Finally, it may be beneficial to incorporate an algorithm that could calculate the color distortion due to camera white balance issues. We hope that our work will motivate other research groups in this new and practically important and challenging research direction.
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