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bstract. We present an innovative approach to the objective qual-
ty evaluation that could be computed using the mean difference
etween the original and tested images in different wavelet sub-
ands. Discrete wavelet transform (DWT) subband decomposition
roperties are similar to human visual system characteristics facili-

ating integration of DWT into image-quality evaluation. DWT de-
omposition is done with multiresolution analysis of a signal that
llows us to decompose a signal into approximation and detail sub-
ands. DWT coefficients were computed using reverse biorthogonal
pline wavelet filter banks. Wavelet coefficients are used to compute
ew image-quality measure (IQM). IQM is defined as perceptual
eighted difference between coefficients of original and degraded

mage. © 2010 SPIE and IS&T. �DOI: 10.1117/1.3293435�

Introduction

iscrete wavelet transform �DWT� can be used in various
mage processing applications, such as image compression
nd coding.1 In this paper, we examine how DWT can be
sed in image-quality evaluation, which has become crucial
or the most image-processing applications. Quality of an
mage can be evaluated using different measures. The best
ay to do this is by making a visual experiment, under

ontrolled conditions, in which human observers grade
hich image provides better quality. Such experiments are

ime consuming and costly. A much easier approach is to
se some objective measure that evaluates the numerical
rror between the original image and the tested one. In the
eal world, there is no perfect way for an objective assess-
ent of image quality.2 The problem with the most objec-

ive measures is that objective measures need a reference
original� image to be able to grade the corresponding
ested image, while human observers can grade image qual-
ty independently of a corresponding original image. Over
he past years, there have been many attempts to develop
odels or metrics for image quality that incorporate ele-
ents of human visual system �HVS� sensitivity.3,4 These
etrics for quality assessment have limited effectiveness in

redicting the subjective quality of real images. However,
here is no current standard and objective definition of im-
ge quality.
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In our research, Watson’s wavelet model5 is used to in-
corporate HVS characteristics in image-quality measure.
This model is based on direct measurement of the HVS
noise visibility threshold for the specific wavelet decompo-
sition level using a linear-phase CDF9_7 biorthogonal fil-
ter. Blank images with uniform gray level were decom-
posed, and afterward noise was added to the wavelet
coefficients. After inverse wavelet transform, the noise vis-
ibility threshold in the spatial domain was measured by
subjective experimentation at a fixed viewing distance. An
experiment was conducted for each subband, and the visual
sensitivity for that subband was then defined as the recip-
rocal of the corresponding visibility threshold. This model
can be directly applied for the perceptual image compres-
sion by quantizing the wavelet coefficients according to
their visibility thresholds. It is also extendable to image-
quality assessment, as was done in Ref. 6, where a wavelet
visible difference predictor was used to predict visible dif-
ferences between original and compressed �or noisy� im-
ages. In this paper, we present a new way of using Watson’s
wavelet model for image-quality evaluation.

In order to investigate the effectiveness of objective
measurements when evaluating and monitoring the picture
quality, the work was carried out in the following three
steps:

1. Objective measurements, including our own devel-
oped measure, were performed on the same set of
picture sequences taken from an already-known im-
age database.7

2. Subjective assessment results were taken from Ref. 7.
The database includes subjective grades with calcu-
lated differential mean opinion score �DMOS� re-
sults. The main goal of these studies was to obtain
subjective results that would be used in the third step
for verification and comparison of objective mea-
sures.

3. The results of the objective assessments �step 1� and
subjective measurements �step 2� were studied.

In our approach, original and distorted images are decom-
posed by DWT into approximation and detail subbands.8

Difference of DWT coefficients between original and dis-
torted images is computed over each subband separately,
and then global quality measure is calculated. Objective
Jan–Mar 2010/Vol. 19(1)1
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easure achieved in this way shows better correlation with
ubjective grades in comparison to traditional objective
easures, such as peak signal-to-noise ratio �PSNR� or
ean squared error �MSE�. Results are also compared to

ther quality measures that take into account image-quality
erception by HVS.

Results depend on type of an image �more or less details
n image� as well as image resolution. Different wavelet
lters9 as well as different wavelet scales can be used to
chieve good correlation results for the same type of image.

The paper is organized as follows. In Section 2, subjec-
ive image quality measure �IQM� is briefly presented. Sec-
ion 3 explains some of the existing IQM. Section 4 ex-
lains the basics of DWT. In Section 5, we explained in
etail how our proposed IQM is calculated. Section 6 com-
ares different objective IQMs with results of subjective
ssessment. Finally, Section 7 draws the conclusion.

Subjective Image Quality Measure
o be able to compare several later-described objective
ethods, we used subjective quality results from Ref. 7.
ubjective quality evaluation was based on ITU-R recom-
endation BT.500-11.10 Details of the subjective testing

an be found in Ref. 11. Briefly, they are as follows: 29
igh-resolution 24 bits /pixel RGB color images �typically,
68�512� were degraded using five degradation types:

1. JP2K, JPEG2000 compression
2. JPEG, JPEG compression
3. WN, white noise in the RGB components
4. Gblur, Gaussian blur
5. Fastfading, transmission errors in the JPEG2000 bit

stream using a fast-fading Rayleigh channel model

ach of these 29 images had versions with seven to nine
ifferent qualities for JPEG and JPEG2000 and six images
ith different qualities for white noise, Gaussian blur, and

astfading. About 20–29 observers had to grade image qual-
ty on a continuous scale with five grades �bad, poor, fair,
ood, and excellent�. In this way, observers evaluated total
f 982 images, out of which 203 were reference and 779
egraded images. The experiments were conducted in
even sessions: two sessions for JPEG2000, two for JPEG,
nd one each for white noise, Gaussian blur, and fastfading
ransmission errors.

Raw scores for each subject were converted in differ-
nce scores between the test and reference images,

i,j = riref�j� − ri,j , �1�

here riref�j� denotes the raw quality score assigned by the
’th subject to the reference image corresponding to the j’th
istorted image and ri,j score for the i’th subject and j’th
mage. Difference scores were converted to Z scores

i,j =
di,j − d̄i

�i
, �2�

here d̄i is the mean of the raw score differences overall
mages ranked by the subject i and �i is the standard de-
iation. Z scores are used to make scores more equal, be-
ause each observer uses different part of grading scale.
ournal of Electronic Imaging 011018-
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Finally, a DMOS value for each distorted image was com-
puted by shifting Z scores to the full range �1–100�.

3 Objective Image Quality Measures
In this paper, we examined several commonly used objec-
tive quality measures, which were applied to a luminance
channel only, because they give better correlation results
with subjective testing �by comparison to calculating objec-
tive measures using RGB components separately and then
calculating mean of them�, as follows:

1. MSE
2. PSNR
3. structural similarity �SSIM�
4. multiscale SSIM �MSSIM�
5. visual information fidelity �VIF�
6. visual signal-to-noise ratio �VSNR�
7. IQM �our proposed measure�

MSE represents the power of noise or the difference be-
tween original and tested images.

MSE =
�i� j�ai,j − bi,j�2

x · y
, �3�

where ai,j and bi,j are corresponding pixels from the origi-
nal and tested images, and x and y describe height and
width of an image.

PSNR is the ratio between the maximum possible power
of a signal and the power of noise. PSNR is usually ex-
pressed in terms of the logarithmic decibel

PSNR = 10 log10
2552

MSE
, �4�

where 255 is maximum possible amplitude for an 8-bit im-
age.

SSIM is a novel method for measuring the similarity
between two images.12 It is computed from three image
measurement comparisons: luminance, contrast, and struc-
ture. Each of these measures is calculated over an 8�8
local square window, which moves pixel-by-pixel over the
entire image. At each step, the local statistics and SSIM
index are calculated within the local window. Because the
resulting SSIM index map often exhibits undesirable
“blocking” artifacts, each window is filtered with a Gauss-
ian weighting function �11�11 pixels�. In practice, one
usually requires a single overall quality measure of the en-
tire image; thus, the mean SSIM index is computed to
evaluate the overall image quality. The SSIM can be
viewed as a quality measure of one of the images being
compared, while the other image is regarded as perfect
quality. It can give results between 0 and 1, where 1 means
excellent quality and 0 means poor quality. Similar to
SSIM, the MSSIM method is a convenient way to incorpo-
rate image details at different resolutions.13 This is a novel
image synthesis-based approach that helps calibrating the
parameters �such as viewing distance� that weight the rela-
tive importance between different scales.

VIF criterion14 quantifies the Shannon information that
is shared between the reference and distorted images rela-
tive to the information contained in the reference image
itself. It uses natural scene statistics modeling in conjunc-
Jan–Mar 2010/Vol. 19(1)2
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ion with an image-degradation model and an HVS model.
esults of this measure can be between 0 and 1, where 1
eans perfect quality and near 0 means poor quality.
VSNR15 operates in two stages. First, the threshold for

istortions of a degraded image is determined to decide if it
s below or above human sensitivity of error detection. This
s computed using wavelet-based models of visual masking.
f distortions are below the threshold, then the distorted
mage is assumed to be perfect �VSNR=��. If the distor-
ions are above the threshold, then a second stage is ap-
lied. Calculations are made on the low-level visual prop-
rty of perceived contrast and the midlevel visual property
f global precedence. These properties are used to deter-
ine Euclidean distances in distortion-contrast space of
ultiscale wavelet decomposition. Finally, VSNR is calcu-

ated from a linear sum of these distances. A higher VSNR
eans that the tested image is less degraded.

DWT
WT refers to wavelet transforms for which the wavelets

re discretely sampled. This can be done with multiresolu-
ion analysis of a signal.8 Multiresolution analysis allows us
o decompose a signal into approximations and details.
hese coefficients can be computed using various filter
anks, such as Daubechies, Coiflets, or biorthogonal
lters.16–18

Suppose we have a one-dimensional input signal x�t�. It
an be decomposed into approximation and detail coeffi-
ients of the first level. Then we can also decompose ap-
roximation coefficients at the first level further into ap-
roximation and detail coefficients at the second level. This
an be expressed as

�t� = �
k

a0�k�� j,k�t� = �
k

a1�k�� j−1,k�t� + �
k

d1�k�� j−1,k�t� ,

�5�

here a0 are approximation coefficients at scale index j, a1
pproximation coefficients, and d1 detail coefficients at
cale index j−1 �analysis�. Bases � j,k�t� and � j,k�t� are the
avelet basis. These bases are used to decompose input

ignal. Because wavelets and scales at each index level are
rthogonal, it can be shown that coefficients a1 and d1 can
e expressed as

1�k� = �
n

h0�n − 2k�a0�n�

1�k� = �
n

h1�n − 2k�a0�n� . �6�

quations �6� look like convolution, but there is a down-
ampling involved �by a factor of 2�. h0 and h1 are accord-
ngly scaling and wavelet filters. The decomposition of a
ignal into an approximation and a detail can be reversed.
imilar expressions like �6� can be used, but we have to use
psampling and conjugate mirror filters.

In image transform, we have two dimensions. Thus, we
eed to extend analysis of decomposition and reconstruc-
ion in two dimensions. We may do decomposition with
eparable wavelet transform, which is in fact one-
imensional convolution with subsampling by a factor of 2
ournal of Electronic Imaging 011018-
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along the rows and columns of image. Reconstruction is
done reversely. This means upsampling by 2 and then con-
volution along the rows and columns. Decomposition and
reconstruction at level j are shown in Fig. 1.

5 Proposed New Algorithm for Image Quality
Some of the existing objective measures described in Sec-
tion 4 did not take into account HVS in the sense that the
eye will see and grade image quality according to the type
of error, as well as location of an error in subband space.
Because of that, our method calculates image quality using
wavelet decomposition and grades quality depending on the
wavelet subband in which the error occurs. Experiments on
image database7 have shown that different types of image
degradation produce different error distributions in wavelet
subbands. For example, for JPEG and JPEG2000 com-
pressed image errors will be placed in the higher wavelet
subbands �HH subband, level 2 and higher� while images
with Gblur and fastfading degradations will also have er-
rors in lower subbands. White noise has equally distributed
errors in all subbands.

In our research, we used two types of wavelet filters.
The first filter, called CDF9_717 �nine coefficients in de-
composition low-pass and seven in decomposition high-
pass filters�, is designed as a spline variant with less dis-
similar lengths between low-pass and high-pass filters and
has seen widespread use in image processing. The second
filter, Coif22_1418 �22 coefficients in decomposition low-
pass and 14 in decomposition high-pass filters�, has prop-
erties of antisymmetric biorthogonal Coiflet systems,
whose filter banks have even lengths and linear phase. Co-
efficients of these wavelet filters are presented in Table 1.
Figure 2 shows decomposition low-pass and high-pass
wavelet filters.

All color images were first converted to gray-scale im-
ages by forming a weighted sum of the red �R�, green �G�,
and blue �B� components:

Y = 0.2989R + 0.5870G + 0.1140B. �7�

In this way, we calculated errors only for luminance com-
ponent �Y� in images. After converting the original and
degraded images, the degraded image is subtracted from

L

H
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L
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↓2

H

L

↓2H

↓2 ↑2
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L'

H'

aj ajaj+1

dLH,j+1

dHL,j+1

dHH,j+1

Analysis Synthesis

Rows Columns RowsColumns

Fig. 1 Wavelet decomposition and reconstruction: L, low-pass
analysis filter �from scaling function�; H, high-pass analysis filter
�from wavelet function�; L� and H� are low- and high-pass recon-
struction filters; a is approximation coefficient and d is detail coeffi-
cient; and ↓2 and ↑2 denote downsampling and upsampling by fac-
tor 2.
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he original image. The result is the difference image. It
ives the same result as if we would subtract images in the
avelet domain, because wavelet transform is orthogonal at

ach level. After decomposing the difference image into
hree-level decomposition, the error distance in each wave-
et subband can be computed using the following equation:

= ��
i

�
j

�ei,j�k�1/k
. �8�

n Eq. �8�, ei,j are coefficients from the difference image, in
he same subband. Factor k has experimentally been deter-
ined to give the best possible correlation results. When

sing Watson’s wavelet model, it was 5. Weighting factors
or level 3 decomposition are presented in Table 2, accord-
ng to indexing of DWT bands �Fig. 3�.

To improve the results achieved by Watson’s model, we
sed the Coif22_14 wavelet filter, which gave a little better

Table 1 Coefficients

CDF9_7, lowpass CDF9_7, highpass

0.03782845550726 −0.06453888262870

−0.02384946501956 0.04068941760916

−0.11062440441844 0.41809227322162

0.37740285561283 −0.78848561640558

0.85269867900889 0.41809227322162

0.37740285561283 0.04068941760916

−0.11062440441844 −0.06453888262870

−0.02384946501956

0.03782845550726
of the used wavelet filters.

Coif22_14, lowpass Coif22_14, highpass

−0.00006038691911 0.00249239584019

−0.00007137535849 0.00294555229198

0.00097545380465 −0.02160076866236

0.00120718683898 −0.02777241079070

−0.00658124080240 0.09720345190957

−0.00932685158094 0.16200574375453

0.03683394176520 −0.64802297501813

0.01809725255148 0.64802297501813

−0.14280042659266 −0.16200574375453

0.07881441881590 −0.09720345190957

0.73001880866394 0.02777241079070

0.73001880866394 0.02160076866236

0.07881441881590 −0.00294555229198

−0.14280042659266 −0.00249239584019

0.01809725255148

0.03683394176520

−0.00932685158094

−0.00658124080240

0.00120718683898

0.00097545380465

−0.00007137535849

−0.00006038691911
ournal of Electronic Imaging 011018-
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Table 2 Weighting factors w�,� for three-level CDF9_7 DWT, Wat-
son’s model.

Orientation ���

Level ���

1 2 3

1 — — 0

2 0 14.68 12.71

3 0 28.41 19.54

4 0 14.69 12.71
Jan–Mar 2010/Vol. 19(1)4
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Table 3 Weighting factors w�,� for three-level Coif22_14 DWT, ex-
perimentally determined.

Orientation ���

Level ���

1 2 3

1 — — 0

2 −0.41 1.1 −0.1

3 −1.8 3.1 0

4 −0.41 1.1 −0.1
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Fig. 2 Wavelet filters: �a� CDF9_7 decomposition low-pass filter, �b� CDF9_7 decomposition high-
pass filter, �c� Coif22_14 decomposition low-pass filter, and �d� Coif22_14 decomposition high-pass
filter.
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2,2 2,3

2,4
3,2 3,3

3,1 3,4

ig. 3 Indexing of DWT bands. Each band is identified by a level
nd orientation �� ,��. This example shows a three-level transform.
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ptimization results than the CDF9_7 filter. For this filter,
e have used the partial swarm optimization algorithm19 to
etermine weighting factors for overall results �Section
.2�. We had 10 parameters to optimize for three-level de-
omposition �three factors for each level plus approxima-
ion factor�. The main goal was to calculate as high a Pear-
on’s correlation coefficient as possible for all 779
egraded images, before nonlinear regression. Weighting
actors are given in Table 3. In this case, k was 2, also
ecause with this parameter, we obtained the best overall
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Fig. 4 Comparison of all 779 degraded image
�index 1� and after �index 2� nonlinear fitting: �a�
VIF-DMOS, �e� VSNR-DMOS, �f� IQM1-DMOS,
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optimization results. Factor k had to be assumed prior op-
timization because of overall calculation time. All three
levels were used, disregarding only the approximation er-
ror. It should be noted that for calculating weighting fac-
tors, training and testing sets were both from the same im-
age database �the LIVE image database�. Using another
image database, it is possible that weighting factors could
have been calculated differently.

Final measure IQM is then calculated as
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QM = �
�=1

3

�
�=2

4

wi,jEi,j . �9�

here w are weighting factors in the related subband and E
s the error distance calculated according to Eq. �6�. From
able 3, it can be seen that all subbands have to be included

n the IQM2 measure except the approximation subband
3,1�, but levels 1 and 3 have to be calculated using a nega-
ive weighting factor �experimentally, they give better re-
ults�. Our experiments show that the best results for IQM1
easure �Watson’s model� are obtained if we disregard

evel 1 �highest frequencies� and approximation error �from
ubband �3,1�� �see Table 2�.

Results

.1 Performance Measures

o be able to compare different IQMs and DMOS, we used
everal different measures of performance, as follows:

1. Pearson’s product-moment correlation coefficient
2. root-mean-square error �RMSE�
3. Spearman’s rank-order correlation coefficient

earson’s product-moment correlation coefficient is calcu-
ated as

xy =
�i=1

n �xi − x̄��yi − ȳ�
�n − 1�sxsy

, i = 1, . . . ,n , �10�

here, in Eq. �10�, xi and yi are sample values �x are results
or different objective measures and y are results for
MOS�, x̄ and ȳ are sample mean, sx and sy are the stan-
ard deviation �calculated using n−1 in the denominator�,

Table 4 Coefficient pa

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR −23.25
�−33.94,−12.57�

0.4292
�0.2096, 0.6488�

SSIM −100.9
�−128.9,−72.8�

−7.904
�−9.698,−6.11�

MSSIM −71.36
�−124.2,−18.48�

36.51
�23.82, 49.2�

log10�VIF� −34.3
�−41.76,−26.83�

6.443
�4.845, 8.04�

VSNR 163
�−257.2,583.1�

−0.07769
�−0.1624,0.006981�

log10�IQM1�
Watson’s model�

−36.85
�−71.25,−2.446�

5.183
�1.016, 9.351�

log10�IQM2�
�experimentally

determined�

57.36
�20.68, 94.04�

3.431
�2.048, 4.813�
ournal of Electronic Imaging 011018-
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x =
1

n
· �

i=1

n

xi, ȳ =
1

n
· �

i=1

n

yi, �11�

sx =	 1

n − 1
· �

i=1

n

�xi − x̄�2, �12�

sy =	 1

n − 1
· �

i=1

n

�yi − ȳ�2. �13�

Pearson’s correlation reflects the degree of linear relation-
ship between two variables, from −1 to 1, where 0 means
that there is no relationship and 	1 means perfect fit.

RMSE is calculated as

RMSE =	 1

n − k
�x − y�2. �14�

where n is the number of tested images modified by a cor-
rection for degrees of freedom �k=5 in our case, we have
five parameters in fitted function, Eq. �13��, x is DMOS
measure, and y fitted objective measure after nonlinear re-
gression.

Spearman’s correlation coefficient is a measure of a
monotone association that is used when the distribution of
the data makes Pearson’s correlation coefficient undesirable
or misleading. Spearman’s coefficient is not a measure of
the linear relationship between two variables. It assesses
how well an arbitrary monotonic function can describe the
relationship between two variables, without making any as-
sumptions about the frequency distribution of the
variables.20

rs for logistic function.

�95% confidence
bounds�

b4 �95% confidence
bounds�

b5 �95% confidence
bounds�

28.71
�27.96, 29.45�

−0.6641
�−1.059,−0.2692�

61.49
�50.2, 72.79�

0.4158
0.4011, 0.4304�

−151.6
�−175.5,−127.8�

121.2
�111.1, 131.4�

1.002
�0.9657, 1.039�

−20.94
�−25.73,−16.14�

40.7
�13.17, 68.24�

−0.2692
0.3165,−0.2218�

−13.14
�−15.5,−10.78�

32.05
�30, 34.1�

22.4
�20.95, 23.85�

1.432
�−3.402,6.265�

15.04
�−93.66,123.7�

3.168
�2.855, 3.481�

43.23
�38.4, 48.06�

−114.5
�−129.4,−99.57�

3.292
�3.25, 3.335�

−2.56
�−17.8,12.68�

55.09
�5.219, 105�
ramete

b3

�

�−
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.2 Overall Results: RMSE, Spearman’s,
and Pearson’s Correlation

igure 4 shows a comparison between objective quality
easures �MSE, PSNR, SSIM, MSSIM, VIF, VSNR, and

QM� and subjective quality measure �DMOS�. SSIM,
SSIM, VIF, and VSNR were calculated using software

rom Ref. 21. We calculated Pearson’s correlation coeffi-
ient before and after nonlinear regression. The nonlinear-
ty chosen for regression for each of the methods tested was

five-parameter logistic function �a logistic function with
n added linear term�, as it was proposed in Ref. 22,

�x� = b1�1

2
−

1

1 + eb2·�x−b3�� + b4x + b5. �15�

owever, this method has some drawbacks: First, the logis-
ic function and its coefficients will have a direct influence
n correlation �e.g., if someone chooses another function
r even the same function with other parameters, the results
an be quite different�. Another drawback is that function
arameters are calculated after the calculation of theobjec-
ive measures, which means that resulting parameters will
e defined by the used image collection database. A differ-
nt database can again produce different parameters. Coef-
cient parameters are given in Table 4.

As proposed in Ref. 22, the correlation coefficient is
omputed either by using measure directly or by its loga-
ithm, whichever gave better correlation results and lower
MSE. By using this feature, MSE and PSNR give the

ame results if we compare log10�MSE�−DMOS and
SNR−DMOS; thus, results for MSE will be excluded
rom further analysis.

We used the following three different methods to find
he best fitting coefficients:

1. Trust–Region method23

2. Levenberg–Marquardt method24,25

3. Gauss–Newton method26

he final method for finding coefficients for nonlinear re-
ression was the one that computed better results for per-
ormance measures �lower RMSE and higher Pearson’s and
pearman’s correlation�.

For each graph in Fig. 4, it is calculated overall Pear-
on’s and Spearman’s correlation coefficients, as well as
MSE. They are presented in Fig. 5. When calculating cor-

elation coefficients, those that are calculated before non-
inear regression are denoted on the figures with black bars
nd, after nonlinear regression, with gray bars. RMSE is
alculated after nonlinear regression.

.3 Separate Results: RMSE, Spearman’s,
and Pearson’s Correlation

n this section, we examine how well each objective mea-
ure fits only one specific type of degradation, before and
fter nonlinear regression used in the previous section. Re-
ults for coefficient parameters for logistic function are pre-
ented in Tables 5–9 for different types of degradation.
MSE, Spearman’s, and Pearson’s correlation parameters

or each type of degradation are given in Figs. 6–10. When
alculating correlation coefficients, those that are calculated
efore nonlinear regression are denoted on figures with
ournal of Electronic Imaging 011018-
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black bars and, after nonlinear regression, with gray bars.
RMSE is calculated after nonlinear regression.

6.4 Statistical Significance and Hypothesis Testing
To be able to test whether results in Sections 6.1 and 6.2 are
statistically significant, we used two hypothesis tests. First,

PSNR SSIM MSSIM log10(VIF) VSNR log10(IQM1) log10(IQM2)
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(c)

Fig. 5 Comparison of RMSE, Spearman’s, and Pearson’s correla-
tion coefficient, for all 779 images in database: �a� RMSE after non-
linear regression, �b� Spearman’s correlation: black bars denote re-
sults before and gray bars after nonlinear regression, and �c�
Pearson’s correlation: black bars denote results before and gray
bars after nonlinear regression.
Jan–Mar 2010/Vol. 19(1)8
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e calculated residuals between each observed quality
easure �after nonlinear regression� and DMOS. For each

esidual set, the p value was calculated, which is the prob-
bility in statistical hypothesis testing, under the assump-
ion of the null hypothesis, of observing the given statistic
r one more extreme. The result is called statistically sig-
ificant if it is unlikely to have occurred by chance. The
ower the p value is, the less likely the result �in this case,
he result is rejecting the null hypothesis�; thus, the more
ignificant the result is, in the sense of statistical signifi-
ance. This means that for p
0.05, the null hypothesis can

Table 5 Coefficient parameters for logist

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR −85.99
�−282.8,110.8�

0.1779
�−0.03855,0.3943�

SSIM −66.5
�−186.5,53.54�

8.855
�−2.241,19.95�

MSSIM −1407
�−7415,4600�

−5.532
�−14.62,3.554�

log10�VIF� −33.86
�−51.62,−16.09�

−7.047
�−11.5,−2.591�

VSNR −57.11
�−99.66,−14.56�

0.1801
�0.08609, 0.2742�

og10�IQM1� 93.37
�−51.97,238.7�

3.145
�0.5175, 5.772�

og10�IQM2� 81.3
�−24.99,187.6�

2.994
�0.7852, 5.203�

Table 6 Coefficient parameters for logisti

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR −57.86
�−202.9,87.18�

0.2477
�−0.1072,0.6026�

SSIM −95.51
�−202.1,11.06�

9.035
�2.005, 16.07�

MSSIM −2197
�−14050,9653�

−6.249
�−18.67,6.171�

log10�VIF� −51.37
�−76.86,−25.87�

6.975
�3.684, 10.27�

VSNR −375.7
�−3222,2470�

0.0833
�−0.16,0.3266�

og10�IQM1� 50.8
�−9.193,110.8�

5.867
�1.1, 10.63�

og10�IQM2� 1564
�−2.869�104,
3.182�104�

1.148
�−6.701,8.996�
ournal of Electronic Imaging 011018-
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be rejected at the 5% significance level �or with 95% con-
fidence�. Of course, significance level could be determined
differently �e.g., 1% or 10%�, in which case results would
have been different.

We performed the first test, chi-square goodness-of-fit
test to see if residuals have Gaussian distribution.27 The
Chi-square test has, in our case, a default null hypothesis
that the data in vector x are a random sample from a normal
distribution with mean and variance estimated from x,
against the alternative that the data are not normally distrib-
uted with the estimated mean and variance. The result is 1

ion, for JP2K degradation �169 images�.

5% confidence
bounds�

b4 �95% confidence
bounds�

b5 �95% confidence
bounds�

29.08
7.32, 30.84�

0.8319
�−3.767,5.431�

23.19
�−111.5,157.9�

0.947
.7301, 1.164�

−18.42
�−78.2,41.35�

45.25
�−36.21,126.7�

0.7748
7548, 0.7947�

−1928
�−7078,3223�

1561
�−2414,5537�

−1.036
.141,−0.9308�

−61.88
�−69.97,−53.78�

0.8691
�−9.274,11.01�

25.31
�24, 26.62�

0.1407
�−0.7327,1.014�

43.57
�20.81, 66.33�

3.98
.906, 4.054�

−18.46
�−77.99,41.06�

120.9
�−115.4,357.3�

3.206
.136, 3.275�

−12.72
�−53.21,27.78�

87.43
�−41.65,216.5�

ion, for JPEG degradation �175 images�.

5% confidence
bounds�

b4 �95% confidence
bounds�

b5 �95% confidence
bounds�

29.55
28,31.1

0.4373
�−4.12,4.995�

30.41
�−106.1,166.9�

0.8969
8161, 0.9777�

46
�−39.08,131.1�

−6.375
�−92.89,80.14�

0.8262
8158, 0.8366�

−3360
�−15100,8375�

2838
�−6850,12530�

−0.2966
3462,−0.2471�

5.384
�−10.26,21.03�

41.65
�36.18, 47.13�

28.7
7.77, 29.63�

5.642
�−31.11,42.4�

−119.6
�−1177,937.6�

3.971
.919, 4.024�

−5.984
�−46.62,34.66�

66.57
�−93.45,226.6�

3.154
3.108, 3.2�

−398.7
�−6018,5220�

1300
�−1.642�104,
1.902�104�
ic funct

b3 �9

�2

�0

�0.

�−1

�3

�3
c funct

b3 �9

�0.

�0.

�−0.

�2

�3

�
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f the null hypothesis can be rejected at the 5% significance
evel and 0 if the null hypothesis cannot be rejected at the
% significance level. Results of the chi-square test are
resented in Table 10.

The second test, the F test, was performed on each of the
wo sets of calculated quality measure residuals. Because in
ur case it relies on the hypothesis that in every case, tested
airs of variables have normal distribution, the chi-square
est was performed before �Table 10�. Unfortunately, some-
imes chi-square goodness of the fit test failed, meaning
hat the F test can give an unreliable conclusion.

Table 7 Coefficient parameters for logistic f

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR 7.673
�5.76, 9.586�

−1.739
�−3.895,0.4184�

SSIM −342.4
�−3564,2879�

−2.727
�−12.47,7.016�

MSSIM −739.9
�−41390,39910�

29.33
�0.2676, 58.39�

log10�VIF� −357.4
�−10320,9607�

3.605
�−1.918,9.128�

VSNR 7.893
�5.826, 9.96�

−1.48
�−3.817,0.8567�

og10�IQM1� 7.584
�6.056, 9.112�

84.46
�−203.8,372.7�

og10�IQM2� 7.788
�6.249, 9.327�

230.1
�−684.3,1144�

Table 8 Coefficient parameters for logistic fu

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR 434
�−20830,21700�

−0.07344
�−1.537,1.39�

SSIM −259.4
�−4309,3790�

−3.59
�−30.7,23.52�

MSSIM −3791
�−28980,21390�

−3.239
�−10.92,4.438�

log10�VIF� −28.27
�−39.26,−17.29�

7.385
�4.08, 10.69�

VSNR 123.8
�−93.73,341.3�

−0.1246
�−0.2455,−0.0037�

og10�IQM1� −123.4
�−569.8,323�

4.285
�−5.601,14.17�

og10�IQM2� 54.97
�−102.3,212.2�

4.969
�−3.347,13.28�
ournal of Electronic Imaging 011018-1
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The F test has the default null hypothesis that two inde-
pendent samples, in the vectors x and y, come from normal
distributions with the same variance, against the alternative
that they come from normal distributions with different
variances �two-tailed test�.27 One-tailed test is also possible,
where the null hypothesis is the same as in the two-tailed
test �variances are equal�, but the alternative is that the
variance for the first variable is better �lower� than the vari-
ance for the second �left-tailed test� or the variance for the
first variable is worse �higher� than the variance for the
second �right-tailed test�.

, for white noise degradation �145 images�.

5% confidence
bounds�

b4 �95% confidence
bounds�

b5 �95% confidence
bounds�

11.58
0.42, 12.75�

−1.407
�−1.465,−1.348�

79.12
�77.89, 80.36�

0.5188
4929, 0.5447�

−260.3
�−1632,1112�

177.5
�−532.4,887.3�

1.118
.9231,3.159�

−40.59
�−43.36,−37.83�

−289.8
�−20620,20040�

0.7482
8.48,9.976�

−20.89
�−26.84,−14.94�

−140.5
�−5114,4833�

11.18
0.03, 12.33�

−1.08
�−1.142,−1.019�

70.22
�69.04, 71.41�

4.628
.595, 4.661�

28.17
�26.98, 29.37�

−68.67
�−73.9,−63.43�

3.749
3.71, 3.788�

28.14
�26.92, 29.37�

−43.67
�−47.95,−39.4�

for Gaussian blur degradation �145 images�.

5% confidence
bounds�

b4 �95% confidence
bounds�

b5 �95% confidence
bounds�

20.2
27.33,67.73�

4.614
�−226.5,235.7�

−29.52
�−4389,4330�

0.1306
4.927,5.188�

−185
�−759.6,389.7�

85.01
�−1171,1341�

0.7378
7188, 0.7567�

−3068
�−16210,10080�

2332
�−7358,12020�

−0.2916
3598,−0.2233�

−21.7
�−25.96,−17.44�

29.97
�27, 32.94�

16.23
2.73, 19.73�

0.9105
�−2.445,4.266�

41.56
�−9.934,93.06�

3.725
.046, 4.405�

134.2
�−11.13,279.5�

−477.1
�−954,−0.345�

3.401
.296, 3.506�

2.933
�−94.71,100.6�

41.05
�−290.7,372.8�
unction

b3 �9

�1

�0.

�−0

�−

�1

�4

�

nction,

b3 �9

�−

�−

�0.

�−0.

�1

�3

�3
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Results are presented in Tables 11–16 for each type of
egradation and for all degradations. The result is “�” if
he null hypothesis �variances are equal� cannot be rejected
t the 10% significance level for the two-tailed test or 5%
ignificance level for the one-tailed test; results for one-
ailed and two-tailed tests will be then equal for the null
ypothesis, because p in the one-tailed test �−5%� is one-
alf of the two-tailed test �−10%�.

Letter s means that the null hypothesis can be rejected at
he 5% level, and the variance for tested residual in a row is
etter �lower� than tested residual in a column �left-tailed
est�, and L if the null hypothesis can be rejected at the 5%
evel and variance for tested residual in a row is worse
higher� than the tested residual in a column �right-tailed
est�. For each tested residual pair, the p value for the two-
ailed test is written in Tables 11–16. For the one-tailed test,

p is one-half �or 1 minus one-half, depending on the test, if
t is right or left tailed� of the two-tailed test.

From Tables 11–16, it can be concluded that objective
easures have variances from the highest to the lowest in

his order �different brackets refer to statistically indistin-
uishable variances of measures�, as follows:

1. JP2K: PSNR−SSIM− �MSSIM−VIF−VSNR
−IQM1−IQM2�

2. JPEG: PSNR− �IQM1− �IQM2�− 
SSIM�−MSSIM
−VIF−VSNR�

3. WN: �SSIM−VSNR�− �PSNR−MSSIM−VIF
−IQM1−IQM2�

4. Gblur: PSNR− �SSIM−IQM1−IQM2�−VSNR
−MSSIM−VIF

5. Fastfading: �PSNR− �VSNR�−IQM1− 
MSSIM
−IQM2�−SSIM�−VIF

6. Overall: PSNR−IQM1− �SSIM−VSNR�− �MSSIM
−IQM2�−VIF

Table 9 Coefficient parameters for logistic f

Measure
b1 �95% confidence

bounds�
b2 �95% confidence

bounds�

PSNR 220.9
�−2089,2531�

−0.09387
�−0.5022,0.3145�

SSIM −27.02
�−49.52,−4.509�

19.2
�1.607, 36.8�

MSSIM −2895
�−512000,506200�

24.88
�−7.32,57.07�

log10�VIF� −31.63
�−52.34,−10.93�

7.958
�2.845, 13.07�

VSNR 20.7
�−3.19,44.59�

−0.2728
�−0.6424,0.0968�

og10�IQM1� 118.9
�−224.8,462.6�

2.627
�−1.669,6.922�

og10�IQM2� 220
�−1004,1444�

1.27
�−1.942,4.483�
ournal of Electronic Imaging 011018-1
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6.5 Computational Complexity
Results of the average time required to calculate each of
these measures is given in Table 17. The average time is
calculated over the entire database �982 images�, with an
average size of 768�512 pixels. MSE and PSNR are cal-
culated using Eqs. �1� and �2� directly and all other mea-
sures, except IQM1 and IQM2, using software from Ref.
21. IQM1 and IQM2 are calculated using Matlab.m files.
DWT for IQM measures was calculated using software
from Ref. 28. The same computer configuration was used
for calculating all objective measures: AMD Athlon64 X2
4200 MHz, 4 GB RAM, Windows Vista 64. It is probably
possible to speed up algorithms using the MEX-compiler
from C/C�� or Fortran source code instead of Matlab.m
files.

6.6 Discussion of the Results
In Sections 6.2 and 6.3, we tested objective measures using
three performance measures: RMSE, Pearson’s, and Spear-
man’s correlation coefficient. The significance of these re-
sults are tested in Section 6.4. Because IQM2 measure al-
ways gave similar or better results than IQM1, in further
analysis we will compare IQM2 measure with other ones.

Although our measure uses multiscale wavelet decom-
position, some other measures are also based on a similar
idea. VSNR also uses 9 /7 CDF wavelet for weighting dif-
ferent scales in both the first and second stages of its mea-
surement. VIF also uses wavelet decomposition �steerable
pyramid decomposition with six orientations� to compare
information that is shared between tested and reference im-
ages in order to quantify information fidelity relative to the
information content of the reference image. Our IQM di-
rectly uses differences in wavelet scales to determine the
final grade based on weighting factors, unlike these other

, for Fastfading degradation �145 images�.
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easures that use much more complicated calculations
ith not always better results �for VSNR measure� in our

xperiment. VIF measure always outperformed our IQM
easure, but tests have been made only on the image

atabase7 with fitting the function described in Eq. �15�.
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ig. 6 Comparison of RMSE, Spearman’s, and Pearson’s correla-
ion coefficient, for JP2K degradation: �a� RMSE after nonlinear re-
ression, �b� Spearman’s correlation: black bars denote results be-
ore and gray bars after nonlinear regression, and �c� Pearson’s
orrelation: black bars denote results before and gray bars after
onlinear regression
ournal of Electronic Imaging 011018-1
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Reference 15, which describes VSNR results, uses their
own database and a slightly different fitting function, and
claims to be better than VIF.

In Section 6.2, we tested overall results �all 779 images�.
Generally, the best results were obtained using the VIF ob-
jective quality measure. Our measure IQM2 gave the sec-
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Fig. 7 Comparison of RMSE, Spearman’s, and Pearson’s correla-
tion coefficient, for JPEG compression: �a� RMSE after nonlinear
regression, �b� Spearman’s correlation: black bars denote results
before and gray bars after nonlinear regression, and �c� Pearson’s
correlation: black bars denote results before and gray bars after
nonlinear regression.
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nd best results, somewhat better than MSSIM. After them,
SNR gave somewhat better results than SSIM, then our
rst proposed measure IQM1, and finally, MSE and PSNR
ave the worst results. This order applies for all perfor-
ance measures, which means each one of them follows

he other ones. From Section 6.4, we can see that VIF gives
ignificantly better results than other measures. IQM2 gives

PSNR SSIM MSSIM log10(VIF) VSNR log10(IQM1) log10(IQM2)

R
M
S
E

0,0

0,5

1,0

1,5

2,0

2,5

3,0

3,5

(a)

PSNR SSIM MSSIM log10(VIF) VSNR log10(IQM1) log10(IQM2)

S
pe
ar
m
an
's
co
rr
el
at
io
n

0,60

0,65

0,70

0,75

0,80

0,85

0,90

0,95

1,00

(b)

PSNR SSIM MSSIM log10(VIF) VSNR log10(IQM1) log10(IQM2)

Pe
ar
so
n'
s
co
rr
el
at
io
n

0,60

0,65

0,70

0,75

0,80

0,85

0,90

0,95

1,00

(c)

ig. 8 Comparison of RMSE, Spearman’s, and Pearson’s correla-
ion coefficient, for WN degradation: �a� RMSE after nonlinear re-
ression, �b� Spearman’s correlation: black bars denote results be-
ore and gray bars after nonlinear regression, and �c� Pearson’s
orrelation: black bars denote results before and gray bars after
onlinear regression.
ournal of Electronic Imaging 011018-1
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statistically similar results with MSSIM and significantly
better than all other quality measures. Unfortunately, from
Table 11 it can be seen that SSIM, MSSIM, VIF, and IQM2
do not have normal distribution �tested using chi-square test
at 5% significance level� so it is questionable whether the F
test results are confident.
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Fig. 9 Comparison of RMSE, Spearman’s, and Pearson’s correla-
tion coefficient, for Gblur degradation: �a� RMSE after nonlinear re-
gression, �b� Spearman’s correlation: black bars denote results be-
fore and gray bars after nonlinear regression, and �c� Pearson’s
correlation: black bars denote results before and gray bars after
nonlinear regression.
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As said previously, all performance measures rely on
alculated coefficients for nonlinear fitting, which means
hat maybe it is possible to choose different coefficients
hat would yield a different conclusion. Another problem is
hat to be able to compare two or more different sets of
mages, they should be realigned to have the same distribu-
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ig. 10 Comparison of RMSE, Spearman’s and Pearson’s, correla-
ion coefficient, for Fastfading degradation: �a� RMSE after nonlinear
egression, �b� Spearman’s correlation: black bars denote results
efore and gray bars after nonlinear regression, and �c� Pearson’s
orrelation: black bars denote results before and gray bars after
onlinear regression.
ournal of Electronic Imaging 011018-1
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tion of subjective quality, so results cannot be taken strictly
justified.22 Anyway, such a comparison also has advantages
that allows greater resolution in statistical analysis due to a
larger number of tested images and also shows if a quality
measure of one distortion type is consistent with another
�Fig. 11�. This means that measure should grade images
equal if they have the same DMOS result but different
types of degradation.

Section 6.3 calculates performance measures for each
type of degradation separately. Generally, here again the
VIF measure gives similar �JP2K and WN� or much better
results �JPEG, Gblur, and fastfading� than all other quality
measures. Our measure IQM2 gives similar and statistically
indistinguishable results in JP2K and WN like VIF, yet still
has good results in fastfading degradation �similar to
MSSIM and SSIM, only worse than VIF�. Also, from Table
10 it can be seen that in degradations JP2K and WN, nearly
all measures have a statistical distribution similar to nor-
mal; thus, the F test can be assumed to be accurate. Only
the fastfading degradation image set failed the chi-square
test for SSIM, MSSIM, and VIF measure. When testing the
JPEG test set of images, IQM2 gave the worst results than
SSIM, MSSIM, VIF, and VSNR �yet, statistically indistin-
guishable to SSIM�, but the chi-square test in JPEG test
images failed on all quality measures �except MSE and
PSNR�. In the Gaussian blur test images, again IQM2 gave
similar results to SSIM and worse than MSSIM, VIF, and
VSNR. The chi-square test passed in this case for all mea-
sures except SSIM, which means that the F test can be
taken to be accurate.

It can be also noted from Tables 7 and 13 that for white
noise, PSNR �and subsequently MSE if we calculate its
logarithm� gives similar results like the other much better
quality measures tested in this paper.

Our quality measure gives very good results, given the
simplicity of its idea. However, it is still not as good as
some other algorithms like VIF. Anyway, from Table 17 it
can be seen that such complex measures �such as VIF� are
time consuming and cannot be used in applications where
time is of importance �at least not without much optimiza-
tion�.

One example that shows how each objective measure
�before nonlinear regression� grades the same image with
similar DMOS grades and different types of degradation is
shown in Table 18. Accordingly, Figs. 11�b�–11�f� show an
error estimation for the same image in different wavelet
subbands for each type of degradation. Error estimation is
based on the difference image, which is decomposed with
three decomposition levels. Results shown in Fig. 11 rep-
resent absolute values of wavelet coefficients amplified
eight times to achieve better error visibility. It can be seen
that different degradation types have errors in different sub-
band spaces. The upper left corner of Figs. 11�b�–11�f� is
generally rather bright because it shows the approximation
coefficients difference, which are calculated using only a
decomposition low-pass filter; thus, they represent the “av-
erage” difference values, unlike other subbands. From Figs.
11�b�–11�f�, it can be concluded that probably better corre-
lation results would have been obtained if we used an adap-
tive algorithm, e.g., that will calculate or choose weighting
factors according to the type of the degradation.
Jan–Mar 2010/Vol. 19(1)4
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able 10 Chi-square test: A hypothesis result �H� of 0 means that related residual has normal distribution, 1 means that it does not have normal
istribution, at the 5% significance level.

JP2K JPEG WN Gblur Fastfading All

H p value H p value H p value H p value H p value H p value

PSNR 0 0.2770 0 0.2489 0 0.6600 0 0.7428 0 0.0624 0 0.0529

SSIM 0 0.4161 1 0.0049 0 0.5910 1 0.0369 1 0.0065 1 8�10−6

MSSIM 0 0.5307 1 0.0176 0 0.0969 0 0.3548 1 0.0022 1 0.0055

VIF 0 0.9932 1 3�10−7 0 0.4555 0 0.2912 1 0.0287 1 1�10−8

VSNR 0 0.2807 1 0.0162 1 0.0362 0 0.0651 0 0.4365 0 0.0691

IQM1 0 0.1139 1 0.0172 0 0.7610 0 0.4972 1 0.0260 0 0.2338

IQM2 0 0.4869 1 2�10−5 0 0.7983 0 0.4090 0 0.1414 1 0.0085
Table 11 F test, JP2K degradation.

PSNR SSIM MSSIM VIF VSNR IQM1 IQM2

H p value H p value H p value H p value H p value H p value H p value

PSNR — 1 L 0.0023 L 9�10−7 L 1�10−7 L 2�10−6 L 1�10−4 L 2�10−5

SSIM S 0.0023 — 1 L 0.0570 L 0.0194 L 0.0739 — 0.4106 — 0.2243

SSIM S 9�10−7 S 0.0570 — 1 — 0.6621 — 0.9071 — 0.2789 — 0.4899

VIF S 1�10−7 S 0.0194 — 0.6621 — 1 — 0.5798 — 0.1288 — 0.2598

VSNR S 2�10−6 S 0.0739 — 0.9071 — 0.5798 — 1 — 0.3339 — 0.5661

IQM1 S 1�10−4 — 0.4106 — 0.2789 — 0.1288 — 0.3339 — 1 — 0.6944

IQM2 S 2�10−5 — 0.2243 — 0.4899 — 0.2598 — 0.5661 — 0.6944 — 1
Table 12 F test, JPEG degradation.

PSNR SSIM MSSIM VIF VSNR IQM1 IQM2

H p value H p value H p value H p value H p value H p value H p value

PSNR — 1 L 2�10−5 L 3�10−7 L 2�10−8 L 2�10−8 L 0.0228 L 0.0026

SSIM S 2�10−5 — 1 — 0.3695 — 0.1557 — 0.1682 S 0.0433 — 0.1987

SSIM S 3�10−7 — 0.3695 — 1 — 0.6009 — 0.6302 S 0.0036 S 0.0293

VIF S 2�10−8 — 0.1557 — 0.6009 — 1 — 0.9668 S 6�10−4 S 0.0070

VSNR S 2�10−8 — 0.1682 — 0.6302 — 0.9668 — 1 S 7�10−4 S 0.0079

IQM1 S 0.0228 L 0.0433 L 0.0036 L 6�10−4 L 7�10−4 — 1 — 0.4606

IQM2 S 0.0026 — 0.1987 L 0.0293 L 0.0070 L 0.0079 — 0.4606 — 1
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Table 13 F test, WN degradation.

PSNR SSIM MSSIM VIF VSNR IQM1 IQM2

H p value H p value H p value H p value H p value H p value H p value

PSNR — 1 S 0.0014 — 0.1646 — 0.5513 S 0.0092 — 0.8130 — 0.4495

SSIM L 0.0014 — 1 L 0.0687 L 2�10−4 — 0.5472 L 0.0030 L 0.0143

SSIM — 0.1646 S 0.0687 — 1 L 0.0474 — 0.2221 — 0.2486 — 0.5258

VIF — 0.5513 S 2�10−4 S 0.0474 — 1 S 0.0014 — 0.4053 — 0.1767

VSNR L 0.0092 — 0.5472 — 0.2221 L 0.0014 — 1 L 0.0178 L 0.0639

IQM1 — 0.8130 S 0.0030 — 0.2486 — 0.4053 S 0.0178 — 1 — 0.6031

IQM2 — 0.4495 S 0.0143 — 0.5258 — 0.1767 S 0.0639 — 0.6031 — 1
Table 14 F test, Gblur degradation.

PSNR SSIM MSSIM VIF VSNR IQM1 IQM2

H p value H p value H p value H p value H p value H p value H p value

PSNR — 1 L 0.0034 L 4�10−16 L 0 L 1�10−10 L 0.0331 L 0.0035

SSIM S 0.0034 — 1 L 7�10−8 L 0 L 3�10−4 — 0.4221 — 0.9940

SSIM S 4�10−16 S 7�10−8 — 1 L 1�10−5 S 0.0706 S 8�10−10 S 7�10−8

VIF S 0 S 0 S 10−5 — 1 S 9�10−10 S 4�10−24 S 4�10−21

VSNR S 1�10−10 S 3�10−4 L 0.0706 L 9�10−10 — 1 S 10−5 S 3�10−4

IQM1 S 0.0331 — 0.4221 L 8�10−10 L 4�10−24 L 10−5 — 1 — 0.4264

IQM2 S 0.0035 — 0.9940 L 7�10−8 L 4�10−21 L 3�10−4 — 0.4264 — 1
Table 15 F test, Fastfading degradation.

PSNR SSIM MSSIM VIF VSNR IQM1 IQM2

H p value H p value H p value H p value H p value H p value H p value

PSNR — 1 L 7�10−5 L 0.0127 L 2�10−13 — 0.4584 L 0.0422 L 0.0016

SSIM S 7�10−5 — 1 — 0.1283 L 4�10−4 S 0.0011 S 0.0473 — 0.3947

SSIM S 0.0127 — 0.1283 — 1 L 6�10−7 S 0.0789 — 0.6416 — 0.5021

VIF S 2�10−13 S 4�10−4 S 6�10−7 — 1 S 3�10−11 S 5�10−8 S 10−5

VSNR — 0.4584 L 0.0011 L 0.0789 L 3�10−11 — 1 — 0.1959 L 0.0154

IQM1 S 0.0422 L 0.0473 — 0.6416 L 5�10−8 — 0.1959 — 1 — 0.2559

IQM2 S 0.0016 — 0.3947 — 0.5021 L 10−5 S 0.0154 — 0.2559 — 1
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Conclusion
n this paper, we proposed a new IQM based on DWT and

atson’s model of noise visibility in different wavelet sub-
ands. We examined how different objective measures cor-
elate with subjective DMOS measure and presented two
ew objective measures. Our IQMs take into account prop-
rties of the HVS and provide better correlation with
MOS than some other quality measures. Proposed IQM

ould be considered as a good starting point for evaluation
nd a fair comparison of different types of image degrada-
ion, especially in applications where image-quality evalu-
tion should be performed in real time. Although the results
or VIF measure are slightly better than for our proposed
QM2 measure, computational time for IQM2 takes 1 /25th
f the time of the VIF calculation.

Further experiments could also include their own subjec-
ive testing and DMOS measurement in controlled condi-
ions. In such a way, comparison and correlation could be
omputed more accurately regarding testing conditions, il-
umination, type of the display, viewing distance, etc. This
ay it would also be possible to use training and testing

Table 16 F test, a

PSNR SSIM MSSIM

H p value H p value H p value

PSNR — 1 L 7�10−6 L 2�10−15

SSIM S 7�10−6 — 1 L 5�10−4

SSIM S 2�10−15 S 5�10−4 — 1

VIF S 0 S 0 S 0

VSNR S 4�10−9 — 0.1591 L 0.0397

IQM1 — 0.1320 L 0.0027 L 10−10

IQM2 S 0 S 3�10−6 — 0.2205

Table 17 Average time required to calculate each measure.

Measure Time �s�

MSE 0.0051

PSNR 0.0052

SSIM 0.1620

MSSIM 0.3593

VIF 8.1602

VSNR 0.9645

IQM1 0.2079

IQM2 0.3227
ournal of Electronic Imaging 011018-1
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images for the optimization algorithm from different data-
bases, thus removing the possibility of overfitting weight-
ing factors to the LIVE image database only.

Also, IQM could be computed adaptively, depending on
the type of the degradation. On the basis of IQM and prop-
erties of wavelet domain, the development of new no ref-
erence IQM could be considered as well.

adations together.

VIF VSNR IQM1 IQM2

p value H p value H p value H p value

0 L 4�10−9 — 0.1320 L 0

0 — 0.1591 S 0.0027 L 3�10−6

0 S 0.0397 S 10−10 — 0.2205

1 S 6�10−27 S 2�10−50 S 4�10−14

6�10−27 — 1 S 10−5 L 0.0010

2�10−50 L 10−5 — 1 L 2�10−14

4�10−14 S 0.0010 S 2�10−14 — 1

(a) (b)

(c) (d)

(e) (f)

Fig. 11 Error estimation using three wavelet decomposition levels
of the same image �“churchandcapitol.bmp” from the image data-
base� with similar DMOS results and different degradation types: �a�
original image, �b� JP2K compression, �c� JPEG compression, �d�
white noise, �e� Gaussian blur, and �f� Fastfading.
ll degr
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